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FOREWORO

1. The government’s materiel acquisition process for new mi 1i tary systems
requiring development is invariably complex and cliff icul t for many reasons.
General ly, these systems require new technologies and represent a chal 1enge
to the state of the art. Moreover, the requirements for rel iabi 1 ity, main-
tainability and other performance parameters are usually highly demanding.
Consequently, striving to meet these requirements represents a significant
portion of the entire acquisition process and, as a result, the setting
of priorities and the al location and reallocation of resources such as
funds, manpower and tfme are often formidable management tasks.

2. Rel iabi 1 ity grmwth management procedures have been developed for address-
ing the above problem. These techniques will enable the manager to plan,
evaluate and control the rel iabi 1 ity of a system during 1 ts development stage.
The rel iabi 1 i ty growth concepts and methodologies presented in this handbook
have evolved over the last few years by actual appl I cations to Army, Navy and
Air Force systems. Through these applications relfabiltty growth management
technology has been developed to the point wtiere considerable. payoffs in the
effective management of the attaimnent of system rel fabi 1 ity can now be
achieved.

3. This handbook is written for use by both the manager and the analyst.
General ly, the further into, the handbook one reads, the more technical and
detailed the material becomes. The fundamental concepts are covered early
in the handbook and the detai 1s regarding lmDlementinq these conceot$
discussed primarily in the latter sections. This format, together wlt~r~n
objective for as much completeness as possible within each section, have
resulted in some concepts being repeated or discussed in more than one
place in the handbook. This should help facilitate the use of this hand-
book for studying certain topics without extensively referring to previous
material.
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1. SCOPE

1.1 Purpose. This handbook provides procuring activities and develop-
ment contractors with an understanding of the concepts and principles of
rel iabi 1i ty growth, advantages of managing reliability growth, and guide-
1 ines and procedures to be used in managing reliability growth. It should

. . be noted that this handbook is not intended to serve as a reliability
growth plan to be applied to a program without any tailoring. This hand-
book, when used in conjunction WI th knowledge of the system and its
development program, wi 11 allow the development of a rel iabi 1 i ty grwth
management plan that wil 1 aid in developing a final system that meets its
requirements and lowers the 1 i fe cycle cost of the fielded systems.

1.2 Application. This handbook is intended for use on systems/equip-
ments dur~ng their cfevel opment phase by both contractor and government
personnel.

1
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2. REFERENCED DOCUMENTS

2.1 Issues of documents. The following documents of the issue in
effect on date of Invi @tion for bids or request for proposal, form a
part of this handbook to the extent specified herein.

STANDAROS

MILITARY

MIL-STO-721 - Oef i ni tions of Effectiveness Terms for
Reliability, Maintainability, Human Factors, and Safety.

MIL-STD-756 - Reliability Prediction.

MIL-STO-785 - Rel iabi 1 i ty Program for Systems and Equip-
ment Development and Production.

MIL-STD-781
Production Acceptance Tests:

MIL-STD-499

- Reliability Design Qualification and
Exponential Distribution.

- Engineering Management.

(Copies of specifications, standards, drawings, and publications required
by contractors in connection with specific procurement functions should
be obtained from the procuring activity or as directed by the contracting
officer. )

2
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3. DEFINITIONS

3.1 Reliability g rowth. The positive improvement in a reliability
parameter over a period of time due to changes in product design or the
manufacturing process.

3.2 Reliability g rowth management. The systematic planning for
reliability achievement as a function of time and other resources, and
control 1ing the ongoing rate of achievement by reallocation of resources
based on comparisons between planned and assessed rel iabi 1 i ty values.

3.3 ~. The definitions of tetms not called out herein shall be
in accordance with NIL-STD-721.

!

.
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4. GENERALSTATEMENTS

4.1 Benefits of Reliability Growth Management. The initial Proto-
types for a complex system with major technological advances wi 11 in-
variably have significant reliability and performance deficiencies that
could not be foreseen in the early design stage. The prototypes, there-
fore, are subjected to a development testing program to surface problems
so that improvements i n system design can be made. The ensuing system
rel iabi 1 i ty and performance character sties wi 11 depend on the number
and effectiveness of these fixes. The ultimate goal of the development
test program is to meet the system rel iabi 1 ity and performance require-
ments.

Experience has shown that programs which rely simply on a
final demonstrate on by itself to determine compliance with the rel i a-
bil ity requirements do not, in many cases, achieve the reliability
objectives with the allocated resources. Emphasis ‘on reliability per-
formance prior to the final demonstration could substantial 1y increase
the chance of meeting these objectives. This can be accomplished by the
uti 1 i zation of rel i abi 1 ity growth management. This inyolves setting
interim reliability goals to be met during the develo~ent testing
program, and the necessary al 1ocation and real 1ocation of resources to
attain these goals. A comprehensive approach to rel iabi 1 i ty growth
management throughout the devel opnent program consists of planning,
evaluating and controlling the growth process.

Rel i abi 1 i ty growth planning addresses program schedules, amount
of testing , resources available and the realism of the test program in
achieving the requirements. The planning is qualified and reflected in
the construction of a reliability growth program plan curve. This curve
establ ishes interim rel iabil ity goals throughout the program. To achieve
these goals it is important that the program manager be aware of rel i a-
b i] i ty problems during the conduct of the program so that he can effect
whatever changes are necessary, e.g. , increased reliabil ity emphasis. It
is, therefore, essential that periodic assessments of reliability be made
during the test program (e.g., at the end of a test phase) and compared
to the planned rel i abi 1 ity growth values. . These assessments provide
visibility of achievements and focus on deficiencies in time to affect
the system design. By making appropriate decisions in regard to the
timely incorporation of effective fixes into the system commensurate
with attaining the mi 1estones and requirements, management can control
the ‘growth process.

.. .
This handbook provides methodology and concepts to assist i n

rel i abi 1 i ty growth pl arming and a structured approach for .rel i abi 1 ity
growth assessments. The planning aspects in this handbook address the
planned growth curve and related, milestones. The assessment techniques
are based on demon”strated and projected values which are designed to
real i stical 1y evaluate rel i abi 1 i ty i n the presence of a changing conf i g-
uration.

.
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The 1anned growth curve and mi 1estones are only targets. TheyRdo not imply t at reliability wil I automatically grow to these values.
On the contrary, these values wi 11 be attained only with the i ncorporat ion
of an adequate number of ef feet ive design fixes into the system. This
requires dedicated management attention to rel iabi 1 ity growth. The
methods i n this handbook are for the purpose of assisting management i n
making timely and appropriate decisions to ensure sufficient support of
the rel iabi 1 i ty engineering design effort throughout the development
testing program.

4.2 Management’s Role.

The various techniques associated with rel Iabll ity growth
management do not, i n themselves, manage. They simply make reliability
a more visible and manageable character stic. Every 1evel of management
can take advantage of this visibility by requesting reliability growth
plans and progress reports for review. Without this implementation, re-
1 iabil ity growth cannot truly be managed.

High level management of reliability growth is necessary in
order to have available al 1 the options for difficult program decisions.
For example, high level decisions in the fol 1owi ng areas may be necessary
in order to ensure that rel i abi 1 ity goals are achieved:

Revise the program schedule

Increase testing

Fund additional development effort

Add or real 1ocate program resources

StoD the c)roaram until interim rel iab{l itv aoals have been
d&n&sstra~~”

.-

A1 though some of these options may result in severe program
delay or significant Increase in costs, thpy may have to be exercised
major reliability difficulties occur.

4.3 Basic Reliability Activttles.

when

I

Rel iabt 1 fty growth management “is part of the sys~em engineering
process (MI L-STT) 499). It does not take the place of the,.other basic

. reliability program activities (MIL-STD 785) such as predictions (MIL-STD
756), apportionment, fat 1ure mode and effect analysts, and stress
analysis. Instead, reliability growth management provides a means of
viewing all the reliability program activities tn an integrated manner.

5
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4.4 Reliability Growth Process.

4.4.1 Basic Process. Rel i’abil ity growth is the result of an
iterative ~eslgn process. ‘As the design matures, it .is investigated to
identify actual or potential sources of failures. Further design effort
is then soent on these woblem areas. The desicm effort can be ap~lied
to either’ product desig~ or manufacturing proce;s design. The iterative
process can be simply visualized as a feedback loop as in Figure 4.1.
This i 11 ustrates that there are three es.senti al elements involved in
achieving reliability growth:

(a) Detection of failure sources,

(b) Feedback of problems identified, and

(c) Redesign effort based on problems identified.

Furthermore, if f ai 1ure sources are detected by testing, a fourth
element is necessary:

(d)

And, following

(e)

Fabrication of hardware.

redesign, detection of fai 1ure sources serves as:

Verification of “redesign effect.

b
(RE) Design Detection of Failure Sources

.
FIGURS 4.1 Reliability growth feedback model.

4.4.2 Growth Rate. The rate at tiich rel iabi 1 ity grows is
dependent on how rapidly activities in this loop can be accomplished,
how real the identified problems are, and how wel 1 the redesign effort
sol ves the identified problems without introducing new problems. AnY
of these activities may act as a bottleneck. The. cause and degree of
the bottleneck may vary from one development program to the next, and
even within a single program may vary from one stage of development to
the next.

6
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Figures 4.1, 4.2 and 4.4 illustrate the growth process and
associated management processes i n a skeleton form. This type of
i 1 Iustrat ion is used so that the universal features of these processes
may be addressed. The representation of an actual program or program
phase may be considerably more detailed. This detailing may include

specific inputs to, and outputs from, the growth process, additional
activity blocks, and more explicit decision logic blocks.

+ +

(RE) DESIGN DETECTION OF FAIUJRE SOURCES

RELIABILITY ASSESSMENT PLANNED RELIABILITY

i
h 1

DKISIONS

Figure 4.2 Reliability y Growth Management Mel (Assessment).

4.5 Rel i abl 1 ity Growth Management Control Processes.

4.5.1 Basic Methods. There are two basic ways that the
manager evaluates the ret I ab~tty growth process. The first method is
to uti 1 ize assessments (quantitative evaluations of the current rel i a-
bi 1 i ty status) that are based on i nforsnation from the detection of
failure sources. The second method is to monitor the various activities
in the process to assure himself that the activities are being accompliseM
in a timely manner and that the level of effort and quality of work are
in compliance with the program pl an. Each of these methods complement
the other in control 1 ing the growth process.

7
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4.5.2 Comparison of Methods. The assessment approach is
results orl entea; nowever, ne monitoring approach, which IS activities
oriented, is used to supplement the assessments and may have to be
rel ied on entirely early in a program. This is often necessary because
of the 1ack of sufficient objective information in the early program
stages.

4.5.3 Assessment. Figure 4.2 i 1 lustrates how assessments
may be used in controlling the growth process. Reliability growth
management differs from conventional rel i abi 1 i ty program management i n
two major ways. First, there is a more objectively developed growth
standard against which assessments are compared. Second, the assessment
methods used can provide more accurate evaluations of the rel i abi 1 ity
of the present equipment conf igurat ion. A comparison between the assess-
ment and the planned value wi 11 suggest whether the program is progressing
as planned, better than planned, or not as wel 1 as pl anneal. If the pro-
gress is f al 1 i ng short, new strategies should be developed. These
strategies may involve the reassignment of resources to work on identified
problem areas or may result i n adjustment of the timeframe or a re-exami n-
ation of the validity of the requirement. Figure 4.3 i 1 lustrates an
example of both the planned reliability growth and assessments.

I PLANNED GROWTH

I

I t I
1

TEST PHASE 1
t

TE’3 PHASE 2
t

TEST PHASE 3

CUMULATIVE TEST HOURS

Figure 4.3 Planned Growth ond Assessments.

8
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4.5.4 Monitorin~. Figure 4.4. i 1 Iustrates control of the
growth process by monitoring the growth activities. Since there is no
simple way to evaluate the performance of the activities involved,
management based on monitoring is less definitive than management based
on assessments. Nevertheless, this activity is a valuable complement
to reliability assessments for a comprehensive approach to reliability
growth management. Eut standards for level of effort and quality of
work “accompl ishment must, of necessity, rely heavily on the technical
judgment of the evaluator. Monitoring is intended to assure that the
activities have been performed with~ n schedule and meet appropriate
standards of engineering practice. It is not intended to second-guess
the designer, e.g., redo his stress calculations. One of the better
examples of a monitoring activity is the design review. The design
review is a planned monitoring of a product design to assure that it
wi 11 meet the performance requirements during operational use. Such
reviews of the destgn effort serve to determine the progress being made
in achieving the design objectives. Perhaps the most significant aspect
of the design review is its emphasis on technical judgment, in’ addition
to quantitative assessments of progress.

I 1

DETECTION OF FAILURE SOURCES

v IREIIABIIITY PROGRA#4 PLAN

I

Figure 4.4 Reliability Grawth Nbmgement Model (Monitoring).

I 9
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4.6 Test Phase and Total Program Management Concepts.

Two approaches, or 1evels of consideration, for planning and
control 1 i ng rel i abi 1 i ty growth are comnonl y used. One approach treats
reliability growth on a global basis over the entire develojxnent program.
The other approach treats rel i abi 1 i ty growth on a phase-by-phase or
local basis. 8oth approaches are fundamental to the management Of rel i a-
bility growth. Figures 4.5 and 4.6 illustrate the appropriate approach
for several growth management activities concerned with the analysis of
previous programs, construct ng the PI anned growth curve, and determining
demonstrated and projected rel i abi 1 ity values.

4.6.1 Analysis of Previous Programs. Analysis of previous
simi 1ar programs are used to develop guidelines for predicting the
growth during future programs. Of particular interest are the patterns
of growth observed and the ef feet of program character sties on initial
values and growth rates. The analysis may be performed on either the
overal 1 program or individual program phases, or both.

4.6.2 The Planned Growth Curve. The planned growth curve iS
an important part of the rel 1abi 1 ity growth management methodology and
is considered essential to any rel i abi 1 ity program. This curve is con-
structed earl y i n the devel ofxnent program generally before hard rel i-
abil ity data are obtained and is typically a joint effort between the
program manager and contractor. Its primary purpose is to provide
management with guidelines as to what rel i abi 1 ity can be expected at
any stage of the program and to provide a basis for evaluating the
actual progress of the rel i abi 1 i ty program based upon generated rel i a-
bility data. The planned growth curve is constructed on a phase-by-phase
basis.

4.6.3 Demonstrated Reliability. A demonstrated reliability
value is based on actual test data and IS an estimate of the current
level of reliability. The assessment is made on the system conf i gura-

. .

t i on currently undergoing test, not on an anticipated configuration.
The demonstrated value is determined on a phase-by-phase basis.

4.6.4 Projected Reliability. A reliability projection is an
estimate o_f rellabl Iity hat can be expected at some future point i n the
development program. The projection is based on the achievement to
date and future program character sties. Projection is a particularly
valuable analysis when a program is experiencing difficulties, because
it enables investigation of program alternatives. Projections may be
made by extrapolating a growth curve or by engineering assessments.

5. DETAILED STATEMENTS

5.1 Rel i abi 1 ity Growth Management Concepts.

In planning a devel opnent program, methods are needed for
quantifying the rel i abi 1 ity growth and resources so that a proposed

10
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ANALYSIS OF PREVIOUS PROGRAMS

*
PROGRAM X PROGRAM Y PROGRAM Z

~ / /

DETERMINATION OF PATTERN AND PROGRAM CHARACTERISTICS
THAT INFLUENCE CURVES

DEVELOPMENT OF IDEALIZED GROWTH CURVE

SELECTION OF A SPECIFIED IDEALIZED CURVE AF?ROPRIATE
FOR THE PROGRAM

RELIABILITY EXTRAPOLATION

/----’
1 I I

EXTRAPOLATION OF TRACKING CURVE PAST CURRENT TEST
PHASE

,.
9

Fkwre 4.6 Activities That Address Reliability Growth

. on a Global Basis far the Entire l%gmm.
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program can be evaluated to determine if
and interim milestones are real istical ly
develo~nt testing, management needs to
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the rel iabi I i ty requirements
achievable. Al so, throughout
evaluate lIrOqressively the

reliability status-of the-system. By making asseskme;ts of th; systen
reliability performance based on test data, the program manager has a
tool for evaluating the adequacy of the devel opnent effort and for
assessing the 1 ikel i hood of attaining future reliability requirements
and goals.

This section wil 1 present a formal reliability growth management
format which is designed to:

a. Help the program manager plan the development program so
as to best utilize available resources and set milestones.

b. tielp the program manager obtain realistic estimates of
current and future system rel t abi 1 i ty throughout the program.

c. Provide the program manager with a standard procedure for
objectively evaluating the rel iabil ity status of the program.

Three types of rel i abi 1 ity growth curves wi 11 be considered
for the management and control format. These are ideal i zed, planned,
and tracking. This section discusses these three growth curve con-
cepts and their respective use for planning and controlling reliability.
The application of these concepts is generally not routine and would,
as for most procedures, need to be tailored for the particular situation
under consideration.

5.1.1 Developme nt Program. In a general sense, the develop
ment program for a complex system Is usually constructed i n the manner
i 1 lustrated in Figure 5.1.

5.1.2 Major Test Phases. The test portion of the program
can also be dlvlded into maJor phases or segments of test time. A
major test phase is a distinct period of time during development when
the system is subjected to development testing and subsequent fixes
made. A major test phase wil 1 generally 1 Ie totally within a development
stage but a development stage may have more than one major test phase.

5.1.2.1 8asic Types of Test Programs. During a major test
phase, one of three basic types of test and f ix programs is conducted.
The primary distinction among these programs is hen fixes are incor-
porated into the system.
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I PROTOTYPE 1ENGINEERING ‘
~TAL txwLOPMENd IXVEU)PMENT I

PROTOTYPE [ TE~NG 1 TESTING I

REQUIREMENT– – –—-––-–-–––——-——–I I I

1 I I I
TIME

figure 5.1 Typical Stages of a Development Program.

5.1.2.1.1 Test-f ix~test. During a test-fix-test program the
smtem is tested and Droblem failure modes determined. When a fix is
f&nd for a problem f ai 1ure mode it is incorporated into the system
which is retested to verify the fix and surface new problem areas..
Since only a few fixes will generally be incorporated into the system
at any one time, the reliability growth of the system during the test
phase will typical ly be approximated by a smooth curve. See Figure 5.2.

5.1.2 .1.2 Test-find-test. During a test-f i rid-test program
the system is also tested to determ ne problem f ai 1ure modes. However,
unl ik~ the test-f i x-test program fixes are not incorporated into the
svstem duri na the test. Rather. the fixes are al 1 introduced into the—.–—.
system at th; end of the test” phase and before the next testing period.
Since a 1 arge nwnber of fixes wi 11 general 1y be incorporated into the
system at the same time, there is usually
reliability at the end of the test phase.
the system between test phases are cdl 1ed

a significant jump in system
The fixes incorporated into

del dyed fixes. See Figure 5.3.
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. . .
..

Figure 5.2 Reliability Growth During a Test -Fix - T~t:
Program.

JLMAP DUE TO INCORPORATION
OF DELAYED FIXES.

y

.

15

TEST nME

Figure 5.3 Reliability Growth During a T-t- Find-”Test
Program.
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5.1.2 .1.3 Test-fix-test With Delayed Fixes. A type of” test
program Ml ch 1s commonly used In development testing is a combination
of the two types discussed above. In this case, some fixes are incor-
porated into the system during the test while other fixes are delayed
until the end of the test phase. Consequently, the system rel iabi 1ity
will general lY qrow as a smooth wocess during the test phase and then
junp &e to the-introduction of the delayed f;xes~

JUMP DUE TO
OF DELAYED

I

See Figure 5.4.

INCORPORATION
FIXES.

\J

●

Figure 5.4

TEST TIME

Reliability Grawth During a Test-Fix- Test.

with Delayed Fixes Program.

5.1.3 Reliability Growth During Development Testin$. The
development testing program wi 11 usual lY c~nsist of several major test
phases, and within each test phase the testing may be conducted according
to any one of the three test programs discussed above.

As an example, suppose that testing were conducted during the
validation and ful 1- scale development stages of the program. Each
stage would be considered at 1east one major test phase, implying a
minimum of two ~jor test phases for the program. In this case,
there WOU1d be 3 = 9 general ways the rel i abi 1 ity may grow during
the development testing. A development stage may consist of more than
one di sti net test phase. For example, suppose that testing is stopped
part-way through the ful 1- scale development stage and delayed fixes
incorporated into the system. The testing may, in this case, be con-

16
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sidered as two major test phases durin this tage.
? 3 = 27 g~;e;!? &r%l !$three major test phases then there wou d be 3

bil ity may grow.

For purposes of discussion, assume that the develofznent
testing prog~am consists of two major test phases. There would, of
course, be 3 = 9 possible test programs for rel iabil ity growth. See
Figure 5.5.

Figure 5.5.1 i 1 lustrates testing conducted according to a
test-fix-test program for each of the test phases. Figure 5.5.2 il-
1 ustrates testing conducted according to a test-fix-test program for
both test phases with delayed fixes incorporated at the end of the
second phase, resulting in a jump in reliability. Note that for the
plan illustrated in Figure 5.5.2, the Impact of the delayed fixes at
the. end of the test cannot be evaluated from actual test results.
Hence, whether or not the jump is sufficient to achieve the requirement
wi 11 not be known unt i 1 after production. On the other hand, the re-
1 iabil ity can be evaluated during the test itself and compared against
the goal to be achieved by the introduction of fixes during the test.
Compare this with the test program illustrated in Figure 5.5.1. In
this case, the rel iabi 1 ity can be progressively evaluated throughout
the test phase and the final estimate at the end of test would be com-
pared with the reliability goal. If a determination is made during the
test that the goal wi 11 not be met with the present effort, then cor-
rect i ve act ion can be taken before the end of the test phase.

The reliability growth is often depicted as a function of
test time for evaluation purposes. For management and presentation.
purposes it may be desirable to portray rel i abi 1 i ty growth as a func-
tion of calendar time. This representation, of course, is a direct
function of the program schedule. Figure 5.6 shows the reliability
growth of a system as a function of test time (flight number) and
calendar time.

5.1.4 Idealized Reliability Growth Curve. The reliability
growth for a system Is often depicted in a smooth f ashion after some
point in the development program, as shown “in Figure 5.7. In general ,
however, a smooth process does not convey the way rel iabi 1 ity wi 11
actually grow during development, as noted in Section 5.1.3. This
smooth representation of rel iabil ity growth is basical Iy ideal istic.
lf we divide the development testing program into its major test
phases and join by a smooth curve reliability values for the system
during the test phases, then the resulting curve represents the general ,
overall pattern for reliability growth. The horizontal 1 ine prior to
the smooth curve i n Figure 5.7 represents the baseline or initial
reliability of the system. This baseline for reliability together
with the smooth curve is cal led the idealized reliability growth
curve. The ideal ized curve is very useful in quantifying the overal 1
development effort and serves as a significant tool in the planning of
rel i abi 1 ity growth.

17



MIL-HOEK-189
13 February 1981

.

JJ_J
Alrl18WW Nll19Vl13d

1
.

3 a

Nll18Vl13M

18



MI L-HOBK-189
13 February 1981

95 —

85 –

75 –

65 –

55 : FULL SCALE
VALIDATION DEVELOPMENT

I I
I

45 I
o 12

I
24 36 48 60 .

MONTH OF CONTRACTOR ACCEPTANCE OF MISSILES

; :~
~ 0.8
&

Z 0.7 -
u
w

0.6

0.5

040 I I I I I I I I I
100200300400~~700 8CXJ9Ck3

FLIGHT NUMBER

Figure 5.6 Reliability Growth Cuwe for o Missile as a Function

of Colendar Time and Flight Number.
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Figure 5.7 Idealized Reliability Growth Curve.

5.1.5 Planned Reliability Growth Curve. The planned rel i a-
bil ity growth curve is constructed early in the development program,
generally before hard rel iabi 1 ity data are obtained, and is typical lY
a joint effort between the program manager and contractor. Its purpose
is to give a realistic and detailed indication of how the system relia-
bil ity is planned to grow during development with the al located re-
sources such as time, money, personnel, the available prototypes for
testing, the test schedule, major emphasis of the various tests, manage-
ment control , type of hardware, etc.

There should be one planned growth curve for the entire system
and one planned growth curve for each major subsystem which has a rel i-
ability requirement. These planned growth curves should be acceptable
to both the contractor and program manager and should be compatible
with the idealized growth curves which reflect the overal 1 planned
growth patterns.

For each major test phase the planned curve should indicate
the type of development testing program for reliability that wi 11 be
conducted, namely, test-fix-test, test-find-test, ,or test-fix-test with
delayed fixes. The initial reliability planned for the beginning of
each major test phase should be given along with the reliability growth

20
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to be achieved due to the incorporation of fixes during the test and due
to the introduction of delayed fixes. The planned growth curve should
meet or exceed the rel i abi 1 i ty requirement at the end of the program
where the requirement is to be met.

Figure 5.8 is an example of a planned growth curve and the
correspond ng ideal i zed curve. (See also Figure 5.9. ) A point on the
planned curve at any given time in the program is the level of rel i a-
bil ity to be achieved at that time by the contractor.

/7

F“
0

— PLANNED

—.. — — IDEALIZED

PHASE 1 I PHASE 2 ‘PI-IASE3 ‘ PHASE 4
I

figure 58 Example of Planned @wth Curve cmd

Correspandrng Idealized GJrve.

To be an effective management tool it is not sufficient for a
pl anneal growth curve to be simply an increasing c~rve which goes through
the reliability requirement at the end of the program. The planned
growth curve should reflect a level of reliability to be attained at
each milestone which is sufficient to ensure that the program manager
has viable alternatives available at major decision points to meet
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future reliability goals. M evaluation of the alternatives avail able
at each major decision point wil 1 indicate the risk associated with a
proposed planned growth curve.

5.1.6 Tracking Reliability Growth. The planned growth curve
and interim goals provide a yardstick which can be used to gauge the
progress of the rel i abi 1 i ty effort. To obtain an objective evaluation,
the program manager needs a demonstrated numerical measure of the system
reliability during the development testing program based on the test
data. In addition to the demonstrated estimate, it is often desirable
to make reliability projections beyond the time associated with the most
recent test data.

Since typical development test programs are conducted on a
phase-by-phase basis, the reliability evaluations ,are normally conducted
on that same phase-by-phase basis. At the end of each phase, therefore,
the incidents occurring during the test must be classified i n accordance
with the failure definition before a rel i ability assessment can take place.
(See Section 5.4.1 .3.4.)

5.1.6.1 Demonstrated Reliability Value. A demonstrated rel i a-
bility value 1s a reliability estimate based on test data for the system
configuration under test at the end of the test phase. If, for example,
design changes are proposed but have not been introduced into the system
by the end of the test then the impact of these fixes on the system’s
rel iabil ity would not be considered in the determination of the demon-
strated value. This estimate is based on actual system performance of
the hardware tested and not of some future configuration. A demonstrated
reliability value should be determined at the end of each test phase.

The demonstrated rel iabi 1 ity is usually determined by one of
two methods. When appropriate, the preferred method is reliability
growth analysis. However, should the data not lend itself to this type
of analysis, then the second method, an engineering analysis, should be
used.

5.1.6.1.1 Reliability Growth Anqlysis. During a test phase
the configuration of the system may be changing with the introduction of
fixes for problem failure modes. Consequent y, in the presence of rel i-
ability growth the data from the earl ier part of the test phase would not
be representative of the current configuration. On the other hand. the
most recent test data, which would best represent the current configuration,
may be 1 imited so that an estimate based upon the recent data would not,
in itself, be sufficient for a valid determination of reliability. Be-
cause of this situation, reliability growth models are often employed.
These are mathematical models of the rel i abi 1 ity growth process which are
useful for combining test data to obtain a demonstrated estimate in the
presence of a changing configuration.

5.1.6.1.2 Engineering Analysis. The nature of the data may be
such that normal rel labl 1lty growth procedures cannot be employed and an
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engineering analysis must be performed. This technique involves adjust-
ing estimates determined from the test data to reflect the impact that
fixes have had on the re}iabil i ty of the system. “ Ilowever, adjustments
can only be made when the fixes have been proven to be effective based
on verified testing.

5.1.6.2 Projected Reliability . Whi I e the demonstrated rel i-
ability estimate provides an estimate o the current system rel iabi I ity
based upon the test data, it is usually informative and, indeed, often
necessary to project the rel iabil ity beyond the present test tire. RI+
1 iabil ity projections are needed so that timely decisions can be made
based upon what is expected at some future point, such as the beginning
of the next test phase, the end of the development phase. etc.

Project ions may be based on test data, engineering judgment,
and other pertinent information. A projection can account for proposed
fixes to be incorporated after the end ‘of the test phase and for late
fixes that were incorporated near the end of the test phase but may not
be reflected ful 1y in the demonstrated rel iabi 1 ity value because of
limited test exposure. A projection, by its very nature, wi 11 general ly
be 1ess precise than the demonstrated value, but it serves the basic pur-
pose of quantifying the present rel iabi 1 ity effort relative to the achieve-
ment of future mi 1estones.

5.1.7 Reliability Growth During Operational Testing. Operational
testing win usual {Y be a test-f 1 rid-test type program conducted in the
1atter stages of each major test phase. Results may reflect incorporation
of fixes from earl i’er developumt testing (DT) test-fix-test or test-find-
test programs and be useful i n determining the ef feet i veness of the
fixes. The operational nature of the testing may result in reliability
estimates which are inconsistent with DT results obtained under different
conditions. This may be true even if the same failure definition is
applied to results. Nmupt changes or inconsistencies in the reliability
growth pattern emerging from operational testing should be carefully
assessed. Reliability growth predictions should consider the potent i al
impact of operational conditions on the rel iabil ity estimates. Exposure
to the operational conditions by means of Operational testing (OT) early
i n the development program can be useful in determining this potential
impact in 1atter stages of devel opnent.

5.1.8 Management Guidelines. Although there is no absolute
guarantee that a rel iabl I lty goal WI I f be met, planning and control 1 ing
the rel iabi 1 i ty growth process adds assurance that realistic objectives
wi 11 be met within the program constraints, and reduces the risk of accept-
ing a system with significant reliability deficiencies. The general
concepts associated with planning and control 1 i ng the rel i abi 1 i ty growth
during devel opnent testing have been discussed relative to the roles of
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the ideal ized, planned and track in rel iabil ity growth curves.
?

The utili-
zation of these concepts i n themse ves, do not, of course, cause rel iabi 1-
i ty growth. These are concepts and methods for real istical Iy setting ob-
jectives and assessing what has been achieved against interim goals and
the requirement.

In planning the reliability growth, the major role of the
ideal i zed curve is to quantify the overal 1 devel opnent effort so that the
grotih pattern can be evaluated relative to the basic objectives and re-
sources of the parti CU1ar program under considerate on. Section 5.-2.6 dis-
cusses the general construct ion of idealized growth curves. A typical
idealized growth curve profile, as discussed in Section 5.2.6.1, is illus-
trated in Figure 5.9.

GEN&ERAkO&ER# $RGVTH PATIERN

“} JUMP INDICATIVE OF DELAYED FIXES

YAL Av~GE RE~BILl~ *R FIRST TEST PHASE

I I I I

PHASE 1 PHASE 2 PHASE 3 PHASE 4

Figure 5.9 Example of Idealized Growth Curve.

The planned growth curve 1ays out a more detai 1ed PI an of how the rel i a-
bil ity growth wi 11 actually be achieved. The proper construct on of the
planned growth curve forces a thorough consideration of the al located re-
sources, test schedules and many other important factors which are char-
acteristic of the program. See Figure 5.10.
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P1.ANNED

IDEALIZED

PHASE 1 PHASE 2 PiiASE 3 PHASE 4

Figure 5.10 Example of Planned Growth Curve:

The development testing program should be planned so that the
program manager w{ 11 have viable al ternatl ves avai 1 abl e to him at each
major decision point. That is, the program manager should have sufficient
remaining resources to take meaningful corrective action, when necessary,
in order to achieve the rel iabi Iity objectives. For example, if the
interim goals are set too low, then they may be met during development
testing with little or no reliability growth. %wever, toward the end of
the program or test phase, there is 1 ikely to be a situation where the
reliability must increase significantly in a very short period of time in
order to meet the objectives. If fixes are incorporated into the system
at a late date, there may not be sufficient remaining test time to
evaluate, from actual system performance, the impact of these changes. “
Hence, the program manager may have no real assurance that the system

I ‘“\

25



MI L- HOBK-189
13 February 1981

rel iabi 1ity is acceptable prior to making a
the remaining resources may be insufficient
the object i ves were not met.

major program decision, and
to correct the situation if

The development testing program should be structured so that
the reliability growth can be effectively tracked. Reliabi 1 ity growth
tracking is conducted on a phase-by-phase basis. The type of testing
planned for the test phases is a major factor in the amount of information
that wi 11 be provided to the program manager for evaluating the progress
of the program and assesii ng the 1 ikel i hood of achieving the interim
goals and final requirement. $

Ouri ng a test-fix-test program fixes are incorporated into the
system and the system is further tested. This additional testing pro-
vides information on how effective the fixes are that were previously
introduced. Hence, data from this testing PI an can be used to evaluate
the progress of rel i abi 1 ity during the test itself. By measuring this
progress, the program manager can assess the 1ikel i hood of attaining the
goal set for the end of the testing phase. By testing and verifying, the
program manager has a means of surfacing major problem areas before the
end of the test phase so that time and other resources remain to take
corrective action i f necessary. Uith sufficient test time allocated so
that the data provide meaningful information, the program manager has a
method to significantly control the rel iabi 1 ity growth effort.

During a test-f i rid-test program fixes are not incorporated into
the system unti 1 the end of the testing phase. Therefore, the impact of
these fixes cannot be ascertained unt i 1 the next test phase. If the re-
1 i abi 1 ity 1evel is not satisfactory as a result of these fixes, the.
program manager cannot take corrective action unti 1 the next test phase
when this deficiency is surfaced. If corrective action is, in fact,
necessary there wi 11, of course, be 1ess time and other resources avail-
able than i f the problem was recognized earlier. Thus, in this regard,
there is a higher risk associated with the test-f i rid-test program than
with test-fix-test. Moreover, during the last test phase there would be
no verification of fixes unti 1 the system was tested after production.
At this point. there would generally be no. remai ni ng resources to recover
the program i f in fact the final rel i abi 1 ity requirements were not met.

For the test-f ix-test with delayed fixes program, part of the
rel iab”i 1 ity increase is achieved as. a consequence of the fixes incorpor-
ated i @to the system during the test itself with the remainder achieved
as a r&.ult of the introduction of delayed fixes at the end of the test
period. Therefore, during the test ‘the data may be used to measure how
we] 1 the program is progressing i n relation to the interim goal to be

.... achieved at the end of testing. A measure of the impact of the delayed
fixes on the’ system’s reliability will not be available until the next
test phase. By not having this i nfonnation until the next test phase,
there is more risk ‘associated with this test plan than with the test-fix-
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test lan.
6’

tbwever, there is less risk than with the test-find-test
PI an ecause information can usual Iy be obtained from the data regarding
the impact of the fixes introduced during the test.

There are three primary rel i abi 1 ity values on the planned curve
of interest when tracking the rel i abi 1 ity growth during a major test
phase. These are: (a) the reliability value (A) planned for the begin-
ning of the test phase, (b) the reliability (B) to be achieved as the
result of i ncorporati n fixes into the system during the test, and (c)

?the rel iabi 1 i ty value C) to be achieved as the result of introducing
del dyed fixes into the system at the end of the test phase. See Figure
c..

MILESTONE AFIER
DELAYED FIXES

“’=——&——

I I I 1 I

PHASE 1 “PHASE “2 ?HAsE 3 PHASE 4

Figure 5.1.1 Rehobiliiy Milestones Associated with a Maior Test
Phase.

In the early stage of the test phase. estimates of the system
reliability would be ccxnpared to A to determine if the initial rel iabi I ity
was satisfactory. As the testing continues new data are generated fiich
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can be used for
can be compared
established, e.g. , from a growth model , then the rel i abi 1ity growth curve
can general ly be extrapolated. If the extrapolation is to the end of the
test Dhase, then this estimate would be compared to B. It is important

obtaining additional estimates of the reliability. These
to the planned growth curve. If a growth rate is

to note that the estimate would not be comp&ed to C, since the extrapo-
1 ation is based on the calculated growth rate determined from the fixes
incorporated into the system during the test phase. See Figure 5.12 .
If the extrapolation indicates that it is unlikely that goal B will be
met with the present effort, then the program manager can take appropri-
ate correct i ve act ion before the end of the test period.

c“

1 JUMP

B ●J
RELIABIU”N GROWTH

TRACKING CLRVE

‘x”””-;;;&
RELIABILITY

A . E~lMATE

I I I

*DATA+ ..... ...

Figure 5.12 Reliability Growth Curve for Maior Test

Pha93.

At the end of a test phase incidents would be classified in
accordance with the failure definition, and demonstrated and projected
rel i abi 1 ity values determined. The demonstrated value is a reliability
estimate for the configuration of the system on test at the end of the

..::
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test phase. The demonstrated value is based on data enerated during
the test phase. ?The projected value is an estimate o the reliability
expected going into the next phase. This estimate is based on an engi-
neering assessment of the delayed fixes to be introduced into the system
at the end of the test phase. See Figure 5.13. The demonstrated and
projected values at the end of a test phase are compared to milestones B
and C, respectively.

. .

1 I

*D”A “1
TEST PHASE

figure 5.13 Demonstrated and Prcjected Reliability Values
at “End Of Tat “’phase. “

5.2 PI anned Growth Curves. Devel opnent of the planned growth curve
is an application of the “1 essons 1earned” from previous program experi-
ences to predict the. growth that can be expected in a future program.
The importance of thts curve must be understood. Uhen hard rel i abi 1 ity
data have begun to be generated, the results will be compared with the
predicted values given by the planned curve to determine if the rel i a-
bi 1 i ty growth is progressing sati sf actori 1y. For i nformat ion on the
management uses of the planned growth curve, see Section 5.1.

29



MIL-HDBK-189
13 February 1981

5.2.1 General Develofxne nt of the P 1anned Growth Curve. The de-
tai 1ed pl anneal growtn curve provides, as precl se Iy as posslb I e, the phase-
by-phase development of rel iabi 1 ity improvement that is expected. Each
test phase must be carefully considered to determine the type of testing
that wi 11 be conducted and the impact of the fixes that can be anticipated.
The role of the idealized growth curve is to substantiate that the PI anned
growth fol 1ows a learning curve which, based on previous experience, is
reasonable and can be expected to be achieved, The fol 1owi n9 paragraphs
describe how PI anned growth curves may be developed for specific programs.
Every program can, however, be expected to require some modification of
the suggested procedures.

5.2.2 General Concepts for Construction. In general, there
are two basic approaches tor construct ng PI anned growth curves. The
first method is to determine the idealized growth pattern that is expected
or desirable, and to use this as a guide for the detai 1ed planned curve.
The second method is just the reverse. In this case a proposed planned
curve is first developed wtsich satisfies the requirement and interim
milestones. The ideal i zed curve “is then constructed and evaluated to
determine if this learning curve is reasonable Men compared to hi stori cdl
experience. If not acceptable a new detai 1ed curve would need to be de-
veloped.

5.2.3 Understanding the Development Program. Development of
planned growth curves requires a fairly complete understanding of the pro-
posed development program, particularly the rel i abi 1 ity program and al 1
other program activities and constraints that wi 11 affect rel i abi 1 i ty.
In the case of mechanical equi pinent, an understanding of the hardware is
useful in evaluating the delays that should be associated with design
changes. For complex test programs a 1ogic diagram should be used to
show the relationships between those phases in tiich failure modes wi 11
be found and those phases which wil 1 have the resultant “fixes” in the
hardware. The expected PO1icy for incorporating fixes must be understood.
For systems with high reliability, the expected number of failures during
the test program should be determined to give an indication of the number
of fixes that can be anticipated. For initial estimating purposes this
may be based on the starting MTBF.

5.2.4 Portraying the Program in Total Test Units. Although
the pl annea growth curve IS usually portrayed in final form as a function
of calendar time for management use, the analytical development of the
curve is done as a function of test units. Test units may be hours,
miles, rounds, or similar units; and in some cases, the use of multiple
units (e.g., both miles and rounds) may be appropriate. Figure 5.14
shows an example of a development program portrayed i n calendar time, and
Figure 5.15 shows the same program portrayed in cumulative mi 1es.

5.2.5 Determining the Starting Point. The initial reliability
for a system under development wi 11 typical Iy not be known at the time
when the planned curve is developed. A starting point for the planned
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growth curve may, however be determined from (1) using information from
previous programs on simi far systems. (2) specifying a minimum level of
rel iabi 1 ity. that management requires to be demonstrated early in order to
have assurance that the reliability goals will be met, and (3) conducting
an engineering assessment of the design together with any previous test
data that may exist, e.g., bench test, prototype test.

The practice of arbitrarily choosing” a starting point, such as
10% of the requirement, is not recommended. Every effort to obtain in-
format ion even remotely relevant to a realistic starting point should have
been exhausted before an arbitrary figure can be used.

5.2.5.1 Example of Determining a Starting Point. A planned
growth curve is to be developed for a ground vehicle deve~opment progrmn.
One of the first steps in this process is to determine a starting point
for this curve.

To establish a starting point, the reliability growth experience
of a predecessor system is analyzed. It is found that an initial MMBF
(mean miles between failures) of 183 miles was demonstrated during early
engineering development. The predicted MMBF was 580 miles. So, at this
point i n development, the achievement was 183/580 = .32 of predicted.
The system under development has about the same degree of design maturity
as did its predecessor; but since the reliability program emphasis is
somewhat greater, i t is expected that perhaps .35 of the prediction,
rather than .32, wil 1 be achieved. With a prediction of 410 miles for
the current system, .35 (410) = 143 would be expected as a starting point.
To further rationalize this estimate, some pre-development testing of the
proposed system resulted in 5 failures in 493 miles. iYo significant
design changes were incorporated during test, so the MMBF may be estimated
as 493/5 = 99 miles. Some design change is P1 anned prior to engineering
development testing. Using engineering analysis methods similar to those
described in Appendix A, it is estimated that 2 of these failures wil 1 be
affected by design change. It is also estimated that the design changes
will be 70% effective. The MM8F expected on entering engineering design
testing is then 493/(5 - .7(2)) = 137 miles. This value gives additional
support to the estimate of 143 mi 1es. “

5.2.6 Oevelopme nt of the Idealized Growth Curve.
devel oomen~.

Ouring
mana.aement shou Id exDect th at certain Ievels of rel i a-

bil ity” be attained at various points in the program in order to have
assurance that reliability growth is progressing at a” sufficient rate
to meet the requirement. The idealized curve portrays an overal 1
characteristic pattern wisich is used to .determi ne and evaluate inter-
medi ate 1evels of rel i abi 1 i ty and construct the program planned growth
curve. Growth prof i 1es on previously developed,. simi 1ar type systems
provide significant insight into the reliability growth process and are
valuable in the construction of idealized growth curves. Reliabi 1 ity
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rowth information on previous programs should be used whenever possible
?O develop the idealized curve directly or as input into a model for
development of the idealized curve.

5.2.6.1 Idealized Growth Model Based” on Learning Curve
w“ documented rel labll lty hlstorles for slml lar type system~
are not available to provide a basis for the idealized curve of the
system under consideration, then a general method based on the 1earni ng
curve concept is an alternative. Appendix B provides a survey of
various growth models. If the learning curve pattern for reliability
growth assumes that the cumulative failure rate versus cumulative test
time is 1 i near on log-log scale, then the following method is appropri-
ate for construction of the idealized growth curve. This method is
based on the test phase structure of a development program for rel i a-
bility growth, as discussed in Section 5.1.2. This approach gives a
real istic method for placing the initial MTBF at the proper point in
time and portrays a growth pattern which has a meaningful i nterpreta-
tion in terms of test phase rel iabi 1ity growth.

5.2.6.1.1 Sunsnary of Method. llse idealized growth curve
M(t) discussed in th]s section has the form shown in Figure 5.16 and
portrays a general profile for rel i abi 1 i ty growth throughout system “
testing. The ideal ized curve has the baseline value MI over the initial
test phase which ends at time tl. The value M1 is the average MTBF
over the first test phase. From time tl to the end of testing at time
T, the idealized curve M(t) increases steadily according to a learning
curve pattern till it reaches the final reliability requirement MF.
The slope of this curve on the log-log plot in Figure 5.16 is the growth
parameter a. The parametric equation for M(t) on this portion of the
curve is

ta

()

-1
M(t) = t41 — (1-a) .

tl

5.2.6.1.2 Basis of Model. This model assumes that the
cumulative failure rate versus cumulative test time is 1 i near on loQ-lo9
scale when plotted at the ends of test phases or reporting periods. - -
See Figure 5.17. It is not assumed that the cumulative failure rates
fol low the same pattern within test phases. In fact, if delayed fixes
are incorporated into the system at the end of a test phase, or the
reliability is held constant during a test phase, then this 1 i near
pattern within test phases would not hold.

To i 11 ustrate this approach 1et t
l?’ ‘2’ ““”’

tk denote the
CUMU1ative test times wtsich” correspond to t e ends of test phases. It
is assumed that N(ti)/t versus ti, i = 1, 2, . . . . K, are linear on log-

Ilog scale, where N(ti) s the cumulative number of failures by time ti.

That is, log N(ti)/ti is linear with respect to log ti. This implies that
log N(ti)/ti can be expressed as log N(ti)/ti = o - a-log ti. here o and
a are, respective y, intercept and S1ope parameters. Let A1 denote the
initial average failure rate for the first test phase, i.e. , .il = N(tl)/tl.
Since log AI = c - slog tl, it follows that c = log 11 + a log tl.
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F&m 5.16 Idealized Grcwvth Model.

Figure 5.17 .Exomple of Log-Log Plot at Ends of Test Phoses.
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tf()Therefore, log N(ti)/ti = log X1 - a 10 — Consequently, the CIMIU1 a-
tl

tive failure rate can be expressed as -

().
ti -a

N(ti)/ti = X1 — .
tl

This gives

()

ti-a

“(l

ti ‘m
N(ti) s A1ti _ . or equivalently, N(ti) = X1tl —

tl tl

The average failure rate over the test interval t i-l to
(the i-th test phase) is the total ntnsber of fat lures during this
divided by the length of the interval tj-ti.l. Therefore, the 1 inearity
of the cunwlati ve failure rates at ends of test phases imol ies that the

t~
period

average fai lure rate Xi for the i-th test phase is

N(t~) - N(ti-1)
h=

Aere” N(ti) . A1tl

[n terms

tf-tf-l
. .

()f l-a
— . See Figure S.18.
1 J

of failure rate. this result for the average failure
rates over the test phases is all that can be concluded from the
1 inearity on log-log” scale of the cumulative failure rates at ends of
test Dhase. The rel iabi 1 Ity wuwth of the system in terms of MT8F is
refle&d by the Increase i; ~he average HTB~’s mi = l/li over the
test program. See Figure 5.19.

Now, the curve defined by
d

()

a
r(t) :—N(t) = At(l-a ~

dt tl

:r;~ the” average fai 1ure rates At
. .

for each test phase. See Figure
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Figure 5.18 Average Failure Rates over Test Phases.
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Figure 5.19 Average MTBF’s over Test Phases.
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TEST TIME

Figure 5.X) Averoge Foilure Rates and r It) Curve.

For any test phase the area under the curve r(t) is equal to
the area under the average failure rate. Therefore, for any test phase
the average f af lure rate can be determined from r(t). The reciprocal of

()
t

the curve r(t), R(t) s (r(t) )-l = MI ~ (l-ail also crosses the
average MTBF mi for each test phase. See Figure 5.21.

The actual underlying pattern for rel i abi 1 ity growth is repre-
sented by the increase in the test phase average MTBF’s. ~he growth in
the individual test phase does not fol low the smooth 1 ine m(t). In par-
ticular, note that the curve E(t) gives a value of O at test time O,
which is, of course, not a realistic value for the actual sys~em MTBF
at the beginning of develofsnent testing. However, the” curve m(t) can
general ly be viewed as reflecting a meaningful trend for the average
MTBF’s after the first teat phase. See Figure 5.22.
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Figure 5.22 Average MTBF’s and Madified iii(t) Curve.
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It is further noted that z.he baseline for rel iabi 1 ity growth
in terms of average MT8F’ s is the initial average MT8F MI = l/A1.
Therefore, a practical and meaningful idealized growth curve i~ one
that equals ti[ over the first test phase and equals the curve m(t)
over the remaining test time. This curve is denoted by M( t).
See Figure 5.23 and Figure 5.24.

TE!Sf TIME

figure 5.23 idealized Growth Curve.
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Figure 5.24 Log- Log Plot of Ideolized Gowth Curve M(t).

The ideal ized growth curve shows that the initial average
MTBF over the first test phase is MI, and that rel iabil itY growth
from this average begins at tl. This jump is indicative of delayed
fixes incorporated into the system at the end of the first test phase.
The ideal ized curve M(t) is a guide for the average MTBF over each
test phase. Further, given that

ta

()

-1 “
M(t) = M1 ~ (l-a) for t>tl,

then “the average fai 1 ure’ ra~e and the avera9e MTBF for the i-th test
phase can be detenni ned by

N(ti)-N(ti-1) ti 1-0
xi=

U
, and mi = l/Ai, where N(ti) = lltl — .

ti-ti-l tl

See Figure 5.25.
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Figure 5.25 Averoge
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TEST TIME

MTBF over i-th Test Phase.

In the application of the idealized growth curve model, the
final MTBF value ktF to be attained at time T is set equal to M(T) , i.e. ,

()t’iI ; a (l-a) -l= t’tF. Al so, the parameters MI and tl of this model
have the physical interpretations that Ml is the initial average MTBF for
the system and t is the length of the first test phase in the program.

1The parameter a s a growth parameter.

5.2.6.2 Procedures for Using Idealized Growth Curve Model.
This section contains problems, solutions, and numerical examples
which illustrate the application of the ideal ized growth model discussed
tn Section 5.2.6. The fol lowing notation and formulas are given for
completeness.

Notation:

a. T - the CUMU1at i ve test time over the test program.
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b. tl ,
the

t2, . . . . tk - the cumulative test times corresponding to
ends of test phases (tk = T).

c. N(ti) - the cumulative number of failures by time ti .

d. Hi = N(ti)-N(ti_l) - the number of failures durin9 the i-th
test phase.

e. Xi = Hi/(ti-ti-1) - the average f ai 1ure rate over the i-th
test phase.

f. ~ - the final MT8F at time T.

9. Mi E l/Ai - the average MTBF over the i-th test phase.

h. il=~l- the subscript I denotes initial average fai 1ure

rate.

i. M1 = l/A1 - the initial average MT8F.

j. a = growth parameter.

Model:

a. The idealized growth model M(t) is given by

IM1 for O<t<tl
M(t) = ~ a

()
MI tl (l-a)-l for t>tl.

, where ;l is the end of the first test phase.

b. Under this model
Ta

m~
()

=M1~ (l-a)-l

and

()

ti l-a
N(ti) = AI tl — .

tl

5.2.6.2.1 Case 1. How to Determine the Idealized Growth
Curve.

Objective: .Determi ne the idealized growth curve.

Given Conditions: T - the cunul ati ve test time over the pro-
gram.

tl - the test time for the first test phase.
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MI - the average MT8F over the first test
phase.

t.!F- the final MTBF at time T.

()’
-1

Solution for Case 1: ~t tlF “ tll ; (l-a) and find a such that

MFTa

()—=5 (1-a) . That is, find o such that
Ml

-10’ (;)= a ‘0’(;) -109 ‘1-”)

Then the ideal ized curve is given by

p, O<t<tl

M(t) um’ -1
MI & (l-a) for t>t~.

See Figure 5.26.

The fol 1owi ng expression for a is a good second order approx-
imation that is sufficient whenever a is less than 0.5:

T

()
a = -log —

tl
-1 +,(1+ 109(:;),2+2109(;)1’!2’

The logarithms in this expression are natural logarithms.

Example of Case 1: Suppose that the initial MTBF for the system is
estimated to be 45 hours and a final MTBF of 110 hours is desired
after 10,000 hours of testing. For this program the first test phase
is 1,000 hours. This is the point where delayed fixes wi 11 first be
introduced into the system. Further, some reliability growth is
planned during the first test phase so that an average MTBF of M = 50

{hours is anticipated during the first phase. Oetermi ne the idea ized
growth curve. lhe parameter a = .23 is found as the solution to

110 10000
log w = a logT-Uriij - log (1-a).

...
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I I

‘1
T

TEST TIME

Figure 5.26 Idealized Growth Curve.

Therefore, if a.= .23 is acceptable the idealized growth curve is given
by

( 50 O<t<looo

M(t) =

{
b)

.23
t t>looo

+

See Figure 5.27.
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Figure 5.27 Example of Idealized Growth Curve.

5.2.6.2.2 Case 2. How to Determine the MTBF for a Test Phase.

Objective: Oetertnine the average MTBF Mi “for the i-th test phase.

Given Conditions: The ideal i zed growth curve

/MI O<t<tl

M(t) =

[()

t -1
M1 ~ a(l-a) t>tl

.
is given and he nds of test phases tl, tz, ... . tk are known.
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Sol ution for Case 2: The average number of failures
phase 1s determl ned %y Hi = N(ti)-N(tj-1) where

()ti l-a
N(ti) = AI tl ; and AI= l/M1. The average

test phase is given y Mi = (ti-ti-1)/Hi.

for the i-th test

MTBF for the i-th

Example of Case 2: In the example in Section 5.2.6.2.1 the first test
phase was identi f fed from O to 1000 hours. Suppose the program consists
of four additional test phases at 1000-2500, 2500-5000, 5000-7000, and
7000-10000 hours. Determine the average MTBF’s to be expected over
these periods if reliability growth follows the idealized curve

.{

50 O<t<looo

M(t) =

50

(–)

.23

7 10:0 t>looo

from the example in Section 5.2.6.2.1.

From the ideal ized growth curve the parameters are 11 = .02
and a = .23. Therefore, the average number of failures for the i-th
test phase is Hi = N(tj)-N(ti-1) where

(.)
ti .77

N(ti) = .02(1000) _ , for
1000

‘1 = 1000, t2 = 2500, t3 = 5000, t4 = 7000, t5 = 10000.

The average number of fai 1ures Hi and the avera9e MTBF Mi for
each test phase are presented i n the table bel OW. The average MTBF’s
are plotted in Figure 5.28.

Phase i “Hi ti-ti-l. Mi
— . —

20.0 iooo 50
; 20.5 1500 73
3 28.6 2500 87
4 20.4 2000
5 28.3” 3000 %

46



MI L-HDBK-1L3$I
13 February 1981

l.+-
150

100 98 . ._ LG-
87 -.-”

:
73 //”

/“

50

t-

0 1 I I I 1
0 1000 2500 5WU 7000 1000O

TEST TIME

Figure 5.28 Example of Average MTBF’s.

5.2.6.2.3 Case 3. How to Determine How Much Test Time is
Needed.

Objective: Determine how much test time, T, is needed to attain a
final MT8F of MF.

Given Conditions: The first test phase is from O to tl.

The initial average MT8F is MI.

The growth parameter is a.

Solution for Case 3: The idealized growth curve at time t is

() -1
M(t) = 141 + ‘(1-o) .
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Find T such that M(T) = MF. That is, find T such that
1

[

MF

1

log T = log tl +— log—+ 109 (1-a).
a M1

Example of Case 3: The average MTBF over the first test phase of
tl = 70 0 hours is estimated to be 1 hour. With a growth parameter
of n = .4 how many test hours are needed to attain a goal of 3 hours
MTBF?

From the above, the cumulative test time T necessary to grow
from 1 hour MT8F to 3 hours MTBF must satisfy

log T = log 700 +
[

: log 3 + log .6 1=8.02.

That is, T = 3043 hours.

5.2.7 Test Phase Reliability Growth. 8ased on the activities
and objectives of he program, the rel labl I lty growth plan should indi-
cate for each test phase the levels of rel iabil ity that are expected
to be achieved. Specifically, for each test phase wlsere an assessment
wil 1 be made, the following points should be clearly expressed by the
rel iabil ity program plan:

1.

2.

3.

4.

Whether the reliability will be held constant over the
test phase or reliabi.1 ity growth is planned during the
test, i.e., fixes will be introduced into the system
during the test phase.

If it is planned to hold the reliability constant, then
the level of reliability expected during the phase should
be specified.

If reliability growth is planned during the test phase,
then the rel iabi 1 ity objective for the system on test at
the end of the test phase should be specified.

If delayed f 1xes are planned at the end of the test phase,
then the rel iabi 1 ity objective for the beginning of the next
test phase should be given.

In addressing “the test” phase “reliability objectives it is use-
ful to consider the effectiveness of the test and redesign efforts. A
test phase of a given length can be expected to identify-a certain
number of f ai 1ure modes. There are three
to each identified failure mode:

a. Incorporate a design change

b. Incorporate a design change

responses that can be made

during the test phase.

after the test phase.
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c. Incorporate no design change.

5.2.7.1 Design Changes During the Test Phases (Test-fix-

*& planned during each test phase; and, of course, implicit in
The planned growth curve should reflect the extent of design

this determi nat ion is the extent to which design changes are not
planned. Historical information may be useful as well as engineering
analysis methods described in Appendix A. The rate of growth during
test phases is, of course, primarily dependent upon the extent of
design changes that are planned.

5.2.7.2 Design Changes After the Test Phase (Test-find-test}.
The growth that takes place between test phases is the result of action
taken on failure modes discovered during a previous test phase that is
not incorporated until the end of the test phase. This growth cannot,
however, be verified unti 1 some of the next phase of testing is accom-
pl i shed. Figure 5.29 illustrates the effect of deferring redesign
frcm the test phase to a separate redesign phase.

..
\

REDESIGN
—TEST TEST ~

(8 REDESIGN] (& REDESIGN)

. . .

./”
/

,/’ /

//

/’
.—-— — -—-— -——— —-. .

I I 1

CALENDAR TIME

LEGEND:

AU REDESIGN DURING TE5f Pk-kASE, NONE DURING REDES. Ftl.
——. - SOAtE “ *’ ‘“ “ .= “ “ “
---- NO u ‘I ‘I ‘s : ALL “ “ “

Figure 5.29 Effect of Deferring Redesign.
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As more redesign is deferred, the effectiveness is reduced, because of
the i nabi 1 ity to detect ineffective design changes and newly introduced
failure modes. Analytically, then, the redesign phase can be viewed
as a delay of design changes that are identified during test, and some
al 1owance should be made for the 1esser effectiveness of delayed rede-
sign. When working in terms of test time, a distinct redesign effort
will be shown as a vertical jump, similar to thatshown in Figure 5.30.2.
It must be recognized, however, that a certain amount of calendar tim
is required to achieve the jtnnp. This calendar time may be completely
distinct from the calendar time used for testing, as illustrated in
Figure 5.30.1, but more comnonly, time constraints require that at
least some of the time is concurrent with the previous test phase, as
illustrated in Figure 5.30.2. Dverl appi ng redesign and test in this
fashion will tend to yield a less effective redesign, since it is
started somewhat prematurely. A guide to quantifying the growth between
test phases is the computation of the percentage jumps that have been
historically observed on similar systems or equipments.

5.2.7.3 Incorporate no Design Change. There wil 1 be a cer-
tain percentage of failures for which no design changes will be made.
There may be an i nabi 1 i ty to identify appropriate changes, or the
identified changes may not be cost effective or may be too time-consuming
to pursue.

5.2.8 Examples of Growth Curve Development. The’ following
examples i] 1ustrate the development of planned growth curves for two sys-
tems.

5.2.8.1 Example of Growth Curve Development for a Fire Con-
trol System. lh e proJect manager tor a tire control system wished to
construct a planned growth curve while this system was still in the
earl y stages’ of an accelerated, competitive development program. The
growth curve was needed to assist i n scheduling test phases for the
program, to use as a reference for evaluating planned growth curves
submitted by the competing contractors, and to serve as a basel i ne for
tracking demonstrated reliability during development testing.

Given Conditions: Mission reliability requirements in the Decision
~oordl natlng Papers cal 1ed for 80 hours MT8F during Devel ojsisent Test i ng/
Operational Testing (DT/DT), 110 hours MT8F during the Follow-on Eval u-
ation (FOE), and 140 hours MT8F during the Initial Production Test
( IPT). These rel i abi 1 i ty requirements were to be demonstrated by
fixed configuration testing during the respective test phases. Each
test phase was planned to 1ast for 1100 hours. Preceding and fol 1owi ng
these formal test phases, the contractors were to perform an undetermined
amount of i nhouse testing and attempt design fixes of any problem
fai 1ure modes that were discovered.

A mission reliability of 150 hours MT8F was required by the
end of the first year of production. Unfortunate y, some rel i abi 1 i ty
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growth had to be planned during the early phases of production. In
this instance, however, some failure mode fixes on production items
were cons idered necessary because of the accelerated nature of the
program and the 10 months 1ead time required to implement a fix frcnn
the time of discovery of the problem failure mode.

Two further condi t ions on the development program were the
1 imited number of fire control units and the limited amount of calendar

* time
time
more

available for testing. These limitations necessitated a total test
for the formal test phases and contractor in-house testing of no
than 14,000 hours.

Problem

The basic problem of constructing a planned reliability growth
curve for the fire control system required decisions about several pa-
rameters of the overal 1 test program. The first decision to be made
was how much total test time should be planned in order to achieve the
final reliability requirement of 150 hours MTBF. Then it had to be
decided when” the test periods should be scheduled for the three test
phases DT/OT, FOE, and IPT. The primary tool for making these decisions
was to be the idealized reliability gro-tih curve.

Construction of Idealized Curve

From the results of the initial development teStifs9, it was
projected that approximately 34 failures would occur during the first
1700 hours of testing. Since there was not enough calendar time to
find, evaluate and fix any failure mode during this initial testing, the
MTBF over this period was projected to be a constant equal to 1700/34 =
50.0 hours. Furthermore, it was known that 150 hours MTBF must eventually
be achieved and that no more than 14,000 hours of test time was available.
It was, therefore, of interest to know what kind of idealized curve .
would result if the maximum possible test time of 14,000 hours was uti 1 ized.

The conditions of this example correspond to the conditions
given in Section 5.2.6.1.1 with T = 14000,0t I = 1700, M1 = 50.0, and MF
= 150.0. The growth parameter a is obtained by

14000

()

a = -log—
1700 1+ ‘(1+ 109(-)2 +2’09(--)’’2=0”34”

An a value of 0.34 is only moderately high, but it is indica-
tive of a relatively aggressive development program that would require
management emphasis on the analysis and fixing of problem f ai 1ure modes.
Using a test time of less than 14,000 hours would result in a projected
a greater than 0.34 and would therefore require an even more dynamic
rel i abi 1 ity growth program. Because such a shortened program would
have an increased risk of not achieving the required reliability, the
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‘rolramIlanners for this fire control s st& decided to schedule the
{“ful 14, 00 hours of test time for rel ia 11 ity growth effort. The

ideal ized growth” curve for this development program is shown in Figures
5.31 and Figure 5.32.
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Figure 5.32 Idealized Growth Curve on Log - Log”
Scale.

Construct on of P 1anned Curve .

Once the ideal i zed curve had been constructed, it was used
as a basis for developing a planned growth curve. The three test
phases were to be scheduled in the testing program during periods when
the corresponding rel iabi 1 ity requirements could reasonably be expected
to be achieved. fin appropriate way of, judging what average .rel iabi 1 iw
could be demonstrated during a given test period was to .uti 1 ize, the
information contained i n the idealized growth curve. In Figure 5.31
the curve reaches 80 hours MTBF at 2100 hours of testing. It is clear,
then, that over any test phase which begins at 2100 hours of cunul at i ve
test time, the average MTBF. should equal or exceed 80 hours. Conse-
quently, OT/OT was scheduled to begin at 2100 hours of cunul ati ve test
time.
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BY the same argument, the FOE was scheduled to begin at 5500
hours of cumulative test time, because the idealized curve In Figure
5.31 showed that the FOE requirement of 110 hours MTBF could be achieved
in 5500 hours of testing. The beginning of IPT was scheduled in a simi-
1ar manner. As stated in the given conditions, these three test. phases
were to 1ast for 1100 hours each, and the fire control systems undergoing
test were to remain in a fixed configuration throughout each test phase.
This latter condition implied that the reliability during each test
phase should be constant, and the planned growth curve should therefore
show a constant reliability during these periods of testing.

After each test phase, the rel iabi 1 ity was expected to be in-
creased sharply by the incorporation of delayed fixes.’ In addition,
testing was to be halted after 1700 hours of test time in order to
incorporate design fixes into new system prototypes. The planned growth
curve had to indicate junps in reliability at each of these points in the
test program. During the test time outside the formal test phases, steady
reliability growth was planned because of continual fixing of problem
fai lure modes. The resulting planned growth curve is shown in Figure 5.33.
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Figure 5.33 Planned Growth Curve.
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This planned growth curve shows in graphic terms how the
project manager plans to achieve the required mission reliability for
the fire control system. The initial portion of the curve indicates
how 1ong the testing program should proceed before rel i abi 1 i ty growth
begins and what average reliability is expected over this initial period
of testing. The remainder of the curve indicates where in the develo~
ment program rel i abi 1 ity is expected to grow and where i t is expected
to remain constant. At. points where there is, a halt in testing and
del dyed fixes are incorporated, the curve shows how much increase i n
rel iabil ity is expected from the delayed fixes.

5.2.8.2 Example of Growth Curve Development for a Tank. The
following d’lscusslon 11 lustrates the Tteratlve process employed in the
development of the planned growth curve for a, tank. Anong the factors
which were considered are: current pol icy and guidance, previous ex-
perience, program and test constraints, Duane’s postulate, and the delay
of the incorporate ion of fixes into actual hardware. The problems which
arose, lessons learned, and the uses of the curve are also discussed.

Constraints Identified

During the development of the planned growth curve, several
constraints were identified which had to be considered:

a.

b.

c.

d.

e.
J

f.

9.

Gveral 1 program schedule,

Threshold requirements,

Impact to the total development cost,

Established test schedule,

Delays in incorporating design changes (fixes) into the
hardware,

Previous experience on other Tank-Automotive hardware, and

US Army Materiel Development and Readiness Comnand policy.

Initial Planned GrowthCurve

Dne of the first things considered was the i nf 1uence that
previous testing has on current testing. Figure 5.34 shows the testing
to be accomplished during ful 1 scale engineering development (FSED).
This testing was divided into five distinct phases. Each separate test
was considered for possible impact on” the MM8F (mean mi 1es between f ai 1-
ure) at the beginning of each phase. This influence is represented by
the arrows. The three considerations given to each phase were:

(1) l%e delay in the introduction of fixes into hardware,
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Figure 5.34 Phose Logic.

TABLE 5-I ABBREVIATIONS FOR FIGURE 5.34

FV
Eng Oura
EDT-C
TRNG
CTR
Oura i3 Rel
D&R
Re 1
OT/OT

Faciltty Vehicle
Engine Ourabil it~
Engineering Desi~n Test - Contractor
Traininq
Contrac~or
Durability and Reliability
Durability and Reliability
Reliability
Oevel o~~t Test/Operational Test
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(2) Tfh;e;na;;~ity to measure immediately the impact of these
,

(3) Previous experience (See Table 5-II).

Table 5-II shows some past testing experience with tank auto-
motive hardware and 1 i sts the percent of the junp between one test phase
and the next. As can be seen, this ranges from about 16% to 56%. The
systems shown include engines, trucks, tractor-trai 1ers and tanks.

A hard look at the approximately 10,000 mi 1es of experimental
prototype test (EPT) results was also made. The test incidents were
di vialed into the following four categories:

(1) eliminated (by .fjC or design) ,

(2) Nothing bein~ done (“isolated case”),

(3) Redesign considered straghtforward and/or lead time short,
and

(4) Redesign considered difficult

Those incidents which fal 1 into categories 1
have an influence on early FSED testing.

and/or 1ead time 1ong

and 3 were considered to

TA8LE 5-II TEST DEMONSTRATION ~ JUMPS

system % Jump From First Test
To Second Test

GOER 16% 950/820 MM8F)

RISE ENGINE 17% (6 VS 7 FAILURES)

14274A5 18% (580/490)

M561 33% (160/120)

HET 38% (1120/810)
M551 40% (700/500)

M60A1E3 56%. (140/90)

(PHASE I, PtIAsE I I )

initia”
The EPT results and the above concepts were

planned growth curve shown i n Figure 5.35.
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Figure 5.35 Initial PMO Planned Growth,

Ouring periods of no test activity or when testing the same hardware, no
growth is planned; however, experience gained can be passed on to succeeding
phases (shown later as a jump in MMBF) .

The ideal ized growth curve was checked with a log-log plot (see
Figure 5.36). The beginning and ending points were connected and points
plotted which correspond to the planned MMBF at the end of each phase.
The plotted points fel 1 close to the fitted 1 ine which indicates that the
idealized growth curve corresponding to this planned curve fol lows a log-
log learning curve pattern. (See Duane’s postulate, Appendix 8, and
Section 5.2.6).

Revised P 1anned Growth Curve

Because the same hardware was to be used for the first eight
months of FSED, the contractor pointed out that no growth WOU1d become
evident during this period. At the end of this eight month period the
test vehicles, however, would be refurbished and would contain several
design changes. The contractor and program manager’ s office (PMO) also
agreed that for future planning purposes. the 1500 miles scheduled
maintenance periods during development test/operation test (DT/OT 11)
would be used to incorporate changes into the vehicles. Since most of
the tanks would complete 6,000 miles during OT/OT II, three jumps could
be expected during actual testing.
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Figure 5.36 Log -Log Plot of Initial PMO Idealized

Growth Curve.

.-

The PMO also negotiated for an extended durabi 1 ity program
contract which was to develop the engine to a high degree of maturity
before ful 1 seal e production. S1 i ght changes were made to the overal 1
test schedule as part of these negotiations. These schedule changes can
be seen by comparing Figure 5.37 with Figure 5.35. The revised planned

~~growth curve. shows only a S1 ight improvement between engineering develop-
ment test (EDT) and the start of DT/OT I I because the bui id-up of the
DT/OT I I pi 1ots starts before EDT ends. Additionally, to allow for such
things as schedule delays, this curve only shows two jumps instead of
the expected three during DT/OT II. After DT/OT II, the reliability
retest would permit another jump i n MMBF. The final jump is planned to
occur during DT/OT I I 1.
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Figure 5.37 Revised PMO Plcsnned Growth Curve.

The revised PMO growth curve was plotted on log-log paper in
order to verify that the growth rate for the idealized curve was acceptable.
(See Figure 5.38 ). The growth rate determined was 0.42, which was
considered achievable in view of the previously mentioned studies.

Problems Uncovered/Lessons Learned

Throughout the development of th~ rel i abi 1 ity growth curve,
some problems were uncovered and also some 1essons were learned which wi 11
be helpful in the future.

o iterative process - There are many facets (and extensive
negotiations) which have to be addressed throughout the process and the
consequences of each step must be carefully considered. One must also
keep abreast of al 1 program changes for possible impact on reliability
growth.

o Past experience - Oata from both simf lar development programs
and recent experience on the system currently being developed must be con-
sidered.
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Idealized Growth

e Predictions - If one is relying on previous engineering tech- -
nology, then this should be reflected in the growth curves. For example,
the growth curve should not arbitrarily begin at 10% of the predicted pro-
duction MMBF.

o Imagination required - The approach to growth must be care-
ful ly thought out. It should consider everything that is available, but
not rely heavily on any single idea. The portrayal of growth may require
novel techniques.

@ One P1anned Growth Curve - There is i n fact only one planned
curve for the program which should be agreed to by the PMO and the con-
tractor since both are developing the same hardware.

● Real i sm - The real world i nf 1uence of hardware i ntroducti on,
contractual constraints, contractor apprehension, previous experience,
among other things, must be considered.
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● Proposal Evaluation - An im ortant lesson was learned here.
[During contractor proposal evaluation, t e growth concepts must be studied

very carefully. On the other hand, there is a practical 1 imit on the
amount of time that can be spent because of the multitude of activities
being performed during evaluation in a relatively short time.

Impact/Uses of Rel iabi 1ity Growth Curve

For this system, the principal use for the reliability growth
curve will be to keep the contractor’s rel iabil ity program aggressive.
The contractor has developed a comprehensive method which should assure
achievement of an adequate rel i abi 1 i ty growth rate. The essential elements
of this method are:

(1) Product Assurance (PA) Manager sign-off authority on
original designs and all design changes.

(2) PA Manager approval of f ai 1ure analyses and close-out
actions on al 1 test incidents as part of the closed loop reporting sys-
tem.

(3) Reliability Program P1 an requirements in all major sub-
contracts.

The PMO did not want to get into the position of presenting a
considerable e amount of “paper fixes” i n order to “demonstrate” achieve-
ment of requirements. One way this wil 1 be accomplished is by the periodic
fee award reviews. If the contractor is not aggressively getting fixes
into the hardware for verification, the PMO can instigate action to set
1ower than maximum permitted award fee. A second way wi 11 be the award
of the production contract. ~ai n, the PMO wi 11 reconsnend award based on
performance. The third and most tnsnediate way wi 11 be through monthly
and bi-monthl y meetings, reviews, and rePOrtS. If the contractor is not
performing sat i sfactori 1y, this fact wi 11 be addressed through these
media where i t wi 11 most assuredly receive the attention of both contrac-
tor and PMO top management.

5.3 Reliability Growth Tracking.

This section discusses some of the basic concepts associ ateil
with tracking reliability growth during development testing. In general ,
tracking reliability growth is not simple, and the methods will often
have to be tailored for the particular problem under consideration. ~.
Mweover, a thorough knowledge of the system and program is necessary to 3
insure that the data analysis is. conducted In a manner compatible with
the program act i vit ies.
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The objectives o’ growth tracking usually include:

a. Determining if growth is occurring and to what degree,

b. Estimating the demonstrated reliability, and

c. Making a projection .of the reliability expected at some
future time.

The methods discussed in this section are directed toward reliability
growth tracking within a major test phase. See Sections 5.1.6 and 5.1.7.

5.3.1 Tracking Within Major Test Phases. As noted previously
in Section 5.1. the testin~ from one test ghase to another. will often be
under different envi ronmen~al conditions and involve prototypes that may
differ substantially in design due to the incorporation of delayed fixes
between test phases. Al so, the emphasis on reliability growth may vary
among the major test phases. These factors wi 11 general 1y affect the
level of reliability and the growth rate within each test phase. There-
fore, it is usually advantageous to track the reliability growth entirely
within each of the major test phases and address demonstrated and
projected reliability values.

During a major test phase, the test environment may not be
consistent with the environment that the goals are based on. When
tracking reliability growth, this should be taken into account with,
perhaps, an adjustment in the observed failure times or an adjustment
i n the milestones for the test phase. This may, for example, involve
the application of k factors. (See Section 5.4)

5.3.2 Demonstrated and Projected Reliability Val UeS. It iS
important that manawment have realistic demonstrated and projected
rel iabil ity assessments for the system during development testing. The
demonstrated value provides a rel i abi 1 i ty estimate for the system con-
figuration on test at the end of a phase. This value is. determined
from an analysis of the actual test results. A projected reliability
value estimates the system rel i abi 1 i ty expected at some future point.
A projection can account for the effect of ‘fixes that either may have
been introduced into the system very 1ate in the test and as such have
not been f ul 1y ref 1ected i n the test data ,“ or for fixes that are upcom-
ing, such as delayed fixes between test phases.

The demonstrated rel i abi 1 ity value may be cal CU1ated uti 1 i zing
the following techniques: (1) reliability growth analysis or (2) engi -
neeri ng anal ysi s.’ When appropriate, the reliability growth analysis
is the preferred method since it provides an objective mathematical
assessment of the reliability of the system being tested. The rel i a-
bil ity growth method measures the effect that individual fixes that
have been incorporated during testing have had on system rel iabi 1 ity,
and orovides credit for fixes in the determined reliability value. if
they’ have in fact proven to be effective.
no fixes are incorporated during testing,
procedures would not be necessary and the
value would be determined by dividing the
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etc. , by the number of charged f ai 1 ures. In addition, if a situation
arises here the rel i abi 1 ity growth procedures cannot be appl i ed to
the test data because of data anomalies, then a method known as engi -
neeri ng analysis may be used for determining the demonstrated rel i a-
bility. The engineering analysis method is subjective, and wil 1,
therefore, tend to be less definitive than a data analysis based on
reliability growth procedures.

The engineering analysis technique lnvol ves using engineer-
i ng judgment to assess the ef feet i veness of fixes that have been incor-
porated during the test program in determining the demonstrated rel i a-
bility value. In this method, the status of charged failures wil 1 be
evaluated to determine if their chargeabi 1 ity is changed based on the
effectiveness of fixes introduced during the test program. For the
chargeabi 1ity of a fai 1 ure to change there must be concrete evidence
based on test data that the fai 1ure rate has been reduced in the opera-
t ional environment and that it does not create any new fai 1ure modes.
Useful criteria for determining if the chargeability of a failure has
changed are the fol lowing:

(a) failure analysis adequacy,

(b) “appropriateness of corrective action,

(c) demonstration of corrective action,

(d) verification of effectiveness of corrective action, and

(e) verification of future implementation of corrective
action

If the above has been satisfied, i.e., concrete evidence has
been presented that a failure mode has been partially or completely elimi-
nated, then the chargeable status of a fai 1ure(s) may be changed and a
demonstrated value based on revised fai 1ure rates for these f ai 1ure modes
may be computed. In most cases a fix wI11 not completely remove a
fat 1ure mode from the system. If the rate. of occurrence of a particular
mode has been reduced to a 1ower rate, but the mode has not been
eliminated, then the f ai 1ure rate estimate for the mode should be
adjusted accordingly to a 1owr value, but not reduced to zero. (See
Section 5.4.1.3.5). The adjustments made to the fai 1ure rates should
be based on fixes that have been verif fed by test (component, subsystem,
and/or system) as effective. If the effectiveness ]of a fix cannot be
verified by test, then any subjective evaluation of the impact of the
fix on reliability should be reflected in a projected value but not a
demonstrated value.

A projected reliability value is a particularly important con-
siderate ion when the demonstrated value determined at the end of a phase
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is found to be below an intermediate requirement and as a result manage-
ment is very much interested in determining if the final requirements
wi 11 be achieved with the current test program. In the situation tiere
the demonstrated reliability value is meeting intermediate requirements,
it stil 1 may be desired to compute a projected value to provide an indi-
cation of the system rel iabil ity at some future point in the test program.

A projected reliability value may be calculated. by extrapolating
a growth model or by assessing the impact of fixes (those introduced 1ate
in the test phase or those introduced after the end of the test phase).
The extrapolation of a growth model to obtain a projected value would
normally be conducted if the test-fix-test level of effort in the ensuing
test program is going to be about the same as in the past. However, if a
substantial amount of fixes are going to be made before the next test
phase or if the test-fix-test level of effort is going to increase sub-
stantially because the demonstrated reliability estimate is considerably
below current thresholds, then the extrapolation technique is unsuitable
and an analysis of the impact of the fixes on reliabil ity should be the
method util ized.

In determining the impact of fixes on reliability, a number of
methods may be empl eyed. These ~ncl ude: (1) determine the effect that
previous fixes have had on system reliability and use the fix effective-
ness rate determined for assessing the impact of future fixes, (2) from
similar systems (e. g., other missiles, tracked vehicles, etc. ) establ ish
the fix effectiveness rate and apply this rate to the system under test
or (3) assume a varying fix effectiveness rate (e. g., 25%,” 50%, 75%) and
determine the projected reliability estimate utilizing these rates. It
should be emphasized that not all fixes wil 1 be effective to the same
degree. Some fixes will almost entirely eliminate a failure mode (rel a-
ti v’el y rare) , other fixes wi 11 reduce the rate of occurrence (but not to
zero), and some fixes may introduce other new .fai Jure modes.

5.3.3 Oata. If reliability growth is occurring, this will be
ref 1ected 1n the fact that the intervals between successive fai 1ure times
are tending to increase as devel opnent testing continues. Similarly, if
negative growth is occurring, these intervals will be getting, on the
average, smaller. For no growth the i ntertials can be expected to be, ”on
the average, the same 1ength. Therefore, to measure the growth trend,
earl y fai 1ures as wel 1 as 1 ate fai 1ures are needed for comparison. In
general, al 1 fai 1 ure times, in their chronological order (even those
w“th fixes incorporated into the hardware) are needed for evaluating
reliability growth. There should be no purging of the data. (See Section
5.4. ) The estimation of the growth rate and system reliability will
usually involve the utilization of a reliability growth model.

Cl early, the data must be consistent with the f ai 1ure def i ni -
tion under consideration. Reliability growth, of course, can be evaluated
regardless of the type of failure being evaluated (e. g., mission fail ures,
system fail ures, etc.). Also major subsystems as wel 1 as the entire
systems can be tracked. It is often useful to track the individual proto-
types separately to determine if any significant differences in performance
exist. For example, it is not unusual for some prototypes to receive
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fix s wel 1 before other ro ot pes or for prototypes to exhib”t diffe-entF}{ !falfure rates as a resul o t e test time on the prototypes e.g., a
new prototype might be exhibiting failures associated with burn-in while a
prototype that has been under test for an extensive time may no longer be
exhibiting burn-in failures).

In general, time to failure data are preferred over data in
which the time of each failure is unknown and al 1 that is known is the
number of failures that occurred in each period of time (grouped data).
Time to failure data will obviously provide more information for estimating
system rel iabil ity and growth rates.

5.3.4 Data Plots. A plot of the data for the test phase is an
initial and basic step In reliability growth analysis. A plot of the
data will often indicate a trend, if one exists. Of interest also is
whether or not any major jumps in reliability have occurred or if there
is a change in the growth rate which may be caused, for example, by
different test conditions, the introduction of a new system with a high
initial failure rate, or the incorporation of delayed fixes.

A simple plotting method is to calculate average failure rates
over the cumulative time on test T. To construct an average failure rate
plot, partition the cumulative time T into K subintervals with lengths,

‘k’ ‘2’ ““”’ ‘K””
If Ni is the number of failures in the i-th subinterval ,

t en ii = Ni/Ti IS an estimate of the average failure rate over this
subinterval. If growth is occurring, then the Ai’s should tend to
decrease. If there is a major jump in the reliability due to a design
change, this would be reflected in a large “difference in an adjoining
pair of Xi’s, if sufficient data exist.

+“ Consider the fol 1owing N=46 f ai 1ure times recorded
for a system urlng a test period of T=3000 hours; 2.4, 24.9, 52.5, 53.4,
54.7, 57.2, 118.6, 140.2, 185.0, 207.6, 293.9, 322.3, 365.9, 366.8, 544.8,
616.8, 627.5, 646.8, 664.0, 738.1, 764.7, 765.1, 779.6, 799.9, 852.9,
1116.3, 1161.1, 1257.1, 1276.3, 1308.9, 1340.3, 1437.3, 1482.0, 1489.9,
1715.1, 1828.9, 1971.5, 2303.4, 2429.7, 2457.4, 2535.2, 2609.9, 2674.2,
2704.8, 2849.6, 2923.5.

We choose to partition the test interval into six subintervals,
each of length 500 hours. There were 14 failures in the interval 0-500, “
11 failures in the interval 500-1000, 9 failures in the interval 1000-
1500, 3 fai 1ures in the interval 1500-2000, 3 fai 1ures in the interval
2000-2500, and 6 failures in the interval 2500-3000. The average fai 1ure
rate is the number of failures, i n each interval divided by 500, the
length of the interval. The average fai lure rates, therefore, for these
six intervals are: .028, .022, .018, .006, .006, .012. These are plotted
in Figure 5.39, and clearly indicate reliability growth. The number and
length of the intervals are, of course, arbitrary, but should be chosen
smal 1 enough to ref 1ect a trend i n fai 1ure rate, but 1arge enough to
smooth the data.
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5.3.5 Statistical Tests for Trend. ” A plot of the data will

usually indicate whether there is no growth (a constant failure rate) or
reliability growth (positive or negative). This, however, can be tested
statistically. There are a number of tests which can be used to test the
null hypothesis of a constant failure rate. The following statistic,
which can be used to test this null hypothesis, is sensitive to the alter-
native hypothesis that growth is” occurring according to a 1earni ng curve
pattern. The test is based on the AMSAA model , which is useful for track-
ing reliability growth within a test phase.

statistic is N

5.3.5.1 Time Truncated Test: During a test period T suppose
that N failures were recorded at times Xl < X2 < . . . c X,, < T. The test

2 2N
X2N = v , where

%

N
‘N

~ ln(~)
j=l i

Under the nul 1 hypothesis of exponential times between f ai 1ure

(no growth), X~N has a chi-square distribute on with 2N degrees of freedom.

The statistic ~ estimates the growth parameter B. In the case of no growth
B is equal to 1. For reliability growth 6 < 1, and negative growth 6 ~ 1.

For large or smal 1 values of X~N, the null hypothesis of no growth is rejected.

Example 2. For the data in Example 1, ~ is .616, indicating
reliability growth. To test the nul 1 hypothesis of no growth, the statistic

X~N can be used. Under the null hypothesis, this statistic is chi-square

with 2N = 92 degrees of freedom. At the 10 percent significance 1evel , the
appropriate critical values, found in a table of chi -square percentiles for

92 d. f., are CV1 = 70.9, CV2 = 11.5.4. The test statistic is X:2 = 149.3.

Since X:2 > CV2, the nul 1 hypothesis of no growth is rejected at the 10 per-

cent significant level. Since ~ < 1, and the null hypothesis is rejected,
there ‘is strong evidence of reliability growth.

5.3.5.2 Failure Truncated Test. If the data are failure
truncated at XN instead of time truncated at T, then the test statistic is

‘~(N-1)
where .
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This statistic is chi-square distributed with 2(N-1) d.f. wherl the null
hypothesis is true.

5.3.5.3 Grouped Oata. There is also a chi - square test for
trend which does not require that actual failure times be known. Divide
the test time into K intervals with lengths Tl, T2, . . . . T in such a way
that NTi/T > 5 for i=l, 2, . . . . K. Let Ni be the number O* failures in
the ith interval. For this type of data the statistic

K (Ni-NPi )2

X*(K-l) = ~ — s
i=l NPi

where Pi = Ti/T. N = \ Ni, T = f Ti , is approximately chi-square distri -
i=l i=l

buted with K;l degrees of freedom, when the nul 1 hypothesis of exponential
times between failure is true. The lengths Tl, T2, . . . . TK of the K
intervals do not have to be equal to apply this test statistic, but the
requirement that NTi/T > 5 for i=l,2, . . . , K s recommended,. The null
hypothesis is accepted for smal 1 values of x i

(K-l)’
and rejected for 1arge

values of #
(K-1).

. Consider again the data in Examples 1 and 2.. Since
t--;e are Wes altogether, no more than 9 intervals should be

. The total test time T = 3000 hours which suggests intervals of
about 325 hours. Let usmake Tl =T2 = . . . = T8 = 330 hours and Tg = 360
hours, so that NP1 = NP2 = . . . = NP8 = 5.06 and NP = 5.52. lhe numbers
of failures, Ni, 1=1,2,...,9 are respectively: 12, 1,7,5,4,3,1,4,4. For

9 (Ni -NPi )2 h
this example the statistic ~ _ as approximately a chi - square

i=l NPi
di stribut ion with eight degrees of freedom under the hypothesis of
exponential times betmen failure. The observed value of the statistic
for these data is 15.4 and the critical vqlue at the 0.10 level of
significance is 13.3. Since 15.4 > 13.3 we reject the hypothesis of
exponential times between fai 1ure.

Suppose we use 6 intervals of 1ength 500 hours each. In this
CiX.eWl =NP2 = . . . ‘NP6 = 7.67 and the observed frequencies are
respectively: 14,11,9,3,3,6. The value of the chi-square statistic is
12.5 and the critical value at the 0.10 level of significance is 9.2.
Once again since 12.5 > 9.2 we reject the hypothesis of exponential
times between fai 1ures.

5.3.6 Fitting Growth Models to Oata. Appendix 8 is a discussion
of rel iabil I ty growth models and should serve as a useful guide in selec-
ting a particular model for application. Generally speaking, the simplest
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model which is realistic, and justifiable ,from previous experience, engi-
neering considerations, goodness of fit, etc. . will probably be a good
choice.

example,
within a
Analysis
with the

In many cases the data may suggest a model or an approach. For
if the cumulative failure rate plots linearly on log-log scale
test phase, then this may suggest the AMSAA (Army Materiel Systems
Activity) model. The model chosen should always be compatible
average failure rate plots. If the average failure rates indicate,

for example, that a particular design change resulted in a significant jump
i n the MTBF, then this may suggest that a single smooth model fitted to the
data may not be realistic. An alternative approach may be to use the data
prior to the design change to fit a curve and to use the data after the
design change to fit another curve.

If a goodness of fit test is available for the model chosen, it
should be applied to determine statistically if the model is justified.
If a model is rejected by a goodness of fit test, the next step may not be
to select another model but instead to examine the data to rationalize why
the model did not fit. A significant jump in the MTBF may be a possible
reason or a change in the reliability growth trend may be another possibility.

Example 4. In this example the AMSAA rel t abi 1 i ty growth model is
fitted to the data of Example 1. For the AMSAA model a goodness of fit test
exists to test if the model and data are compatible. Under this model the

failure rate is given by r(t) = A8t6-’ where t ‘is cumulative test time. The

MTBF is then expressed as m(t) = [r(t)] -l.

In example 2 the estimate of 6 was calculated to be ~ = .616.

From Appendix C, the estimate of A is ~a =aN~ a = .332. The failure rate

at time t is then estimated as ~(t) = XBt - . For instance, the failure
rate estimate at 30~0 hours is .009.. In Figure 5.39, the failure rate

function ;(t) = fitB-l is plotted with the average failure rates given in ..
Example 1. One can see that the plot and mrve are compatible.

The MTBF function ~(t) = [~(t) ]-l is plotted in Figure 5.40. At

3000 hours the current MTBF is estimated by [ .0094]-1 = 106.

The Cramer-von Mi ses. statistic, given in Appendix C can be
used to test if this model is cctnpatlble with the data. This statistic
is indexed as m=N, for time tru.ocated data and iS expressed as
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2

where ~ = ~ ;

N“
A table of critical value for this statistic is also given

in Appendix C. The nul 1 hypothesis that the data fol low the A??SAAmodel is

accepted for small values of C: and rejected for large values.

For the data considered in this example C: is calculated to be .043.

At the 10 percent significance level the appropriate critical value for m=46
is .172. Since .043 < .172, the AMSAA model is accepted as being compatible
with the data.

5.3.7 Tracking One-shot Systems. Continuous growth models can be
used a’s a good approximation for tracking the reliability of one-shot systems,
provided the number of trials within each test phase is relatively large and
the reliability relatively high. If these conditions are not met, discrete
models may be required. Since these models have not been sufficiently evaluated
in regard to their application and properties, no. guidance on their use will be
given.

Example 5. The following example discusses a reliability growth
study of a mi ssi 1e system conducted by the Army. The purpose of the study was
to use historic data on the first 801 valid flight tests to determine the
growth curve and also to ascertain in retrospect how these data could have been
used to track and project system reliability during development.

This exercise involved looking back on time and making predictions.
Al though all the data exist to confirm these predictions, this case history
shows that a program manager can determine from test data the current system
reliability status, estimate the rate of growth and obtain projections of
future expected reliability. In this manner he may evaluate the system through-
out the program to determine whether or not the rel i abi 1 i ty is growing at a
sufficient rate to meet the required goals and flllocate available resources
accordingly.

The system is defined as the round 1ess the warhead. The data included
f 1 ight results from firings of successive designs for the round, starting with
the R&O program and progressing to 1 imited production. The format of the data
routinely received identified the missile f 1ights by round serial number and date
of firings. Each f 1 ight was evaluated using the equipment scoring criteria
established by the missile scoring criteria comittee. This evaluation P1aced
each f 1 ight attempt into one of five categories:
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a. The Missile and Tracker were reliable,

b. The Missile was not reliable,

c. The Tracker was not reliable,

d. The flight was not a proper test, of reliability, or

e. The information on the flight was insufficient to determine
reliability.

8ecause interest was in tracking the growth of the round only, the
first two categories were used as a basis for estimating the reliability growth.
Therefore, the rounds which were scored either c, d, or e were not used in this
study. This resulted in a data base of 801 valid flights.

In reliability growth considerations, it is configuration changes on
the system which are of prime importance. Consequently in this study, these
801 valid flights were chronological ly ordered by date of manufacture. Since
the valid flights were identified as either success or failure, and they are
ordered according to manufacturing date, this should reflect the sequence and
consequence of system change during development. In this form, the data
provided an acceptable base for reliability growth evaluation. The AMSAA rel i-
abi 1 i ty growth model was used in this study to track rel iabi Iity since the
number of trials was large. For application to discrete data, it was assumed

that the failure probability for the i-th missile produced is fi = ,?81 ..6-1

The first step in this analysis was to estimate the average failure
probability for 100 flight intervals. These are shown as horizontal lines in
Figure 5.41. Each horizontal line is obtained by dividing the number of failures
bv 100 fliahts. The data were olotted ta aain some insiaht in the form of the
r~lationsh~p of the
of failures. These
failure rate trend.

Using the

data of manufacture (f~ight number ii this case) and number
failure rate plots are useful for visual i zing the system

failure results for the 801 flights and the estimation
procedures given in Appendix C, the failure probabi 1 ity curve based on the
AMSAA model was determined. This is shown in Figure 5.42 with the average
failure rate plots. The gaodness of fit statistic was then calculated to
determine if the estimated fai lure probabi 1 i ty curve and data were compatible.
The value of the statistic was highly significant (i. e., very large) indicating
that the curve did not reasonably represent the data. This is evident from the
large discrepancy between the actual data and the fitted curve. The way the
data fall either an ane side or the other of the fitted curwe indicates that

“ there appears to be two distinct groups of data; i.e., the first two hundred
rounds and the remaining group. This implies that a single, smooth, failure
probability curve would not reflect the reliability growth of this system.
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Further investigation reveal ed that the development program
experienced a major re-emphasis on rel iabi 1 i ty improvement after the 200-th
flight. This re-emphasis included major design changes being incorporated
into the system at about the 200-th flight which resulted in a significant jump
in the missile reliability. Therefore, there was a physical justification for
breaking the data into tm sets at the 200-th fl,ight. The failure probability
was estimated separately for the first 200 flights and again for the remaining
601 f 1 fghts . In both cases, the goodness of fit test to the data was acceptable
and also the relative posttions of the curves to the plotted averages improved
as shown in Figure 5.43.

The reliability, f.e., 1 minus the failure probability, was estimated
for each curve. This is shown in Figure 5.44. This is the estimated reli-
ability growth curve for the .nsk.sfle.

The exact lower 90 percent confidence bound at the 801-st flight was
computed using al 1 the data on f 1 ights 201 through 801. The resulting lower
bound was .93. Similar lower confidence bounds can be computed periodically to
determine when the system has sufficiently demonstrated the required reliability.
Once this has been established, emphasis in the development of a system can then
be directed to other areas.

We next considered how griwth tracking could have been used to project
system reliability during development. If reliability growth had continued in
the direction it was obviously going in the first 200 rounds, the system would
have been in trouble. The project office realized this and made a concerted
effort to improve the situation. I f the AMSAA model had been used for tracking,
then at 200 flights the reliability estimate would have been .68, and a projected
estimate to 800 flights would have been .73. This projection would indicate to
management that the reliability requirement of .95 would not be met with the
present development effort (see Figure 5.45).

There was, of course, a major re-emphasis on reliability after the
200-th flight, and based on the next 100 flights (201-300), the reliability
estimate at 300 would have been .89, and a projection of the reliability at the
800-th f 1 ight would have been .94. The estimated rate of reliability growth
would have indicated that the requirement could be met. This is shown in Figure
5.46.

Table 5-III shows the prediction capability of the AMSAA growth model
as the data are increased by increments of 100 flights. The projected rel iabi 1 i ty
changed very little with the added data base and would have indicated as early as
the 300-th flight that management could expect to meet the reliability require-
ment with the present development effort.
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Figure 5,43 ~e~te of Failure probability Based on AMSAA
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TA8LE 5-III

projected
Flight Estimated Reliability
Number Reliability At Fliqht 800

.200 .68 .73

300 .89 .94
400 .92 .94
500 .93 .94
600 .93 .94
700 .94 .95
800 .95 .95

5.3.8 Trackinq Systems with High MT8F. Systems with a high MTBF
relative to the test time may be difficult to track entirely within each. major
test phase because of the smal 1 number of observed failures. A reasonable
approach to this problem is to structure the program essentially as one major
test-fix-test phase and combine all test data to fit a growth curve. This
procedure would usually require that no significant jumps in reliability occur
and that the test environment and development effort be held fixed. 8ecause of
the few problems that are observed for systems with high MT8F, fixes may be
incorporated into the system during the test instead of delayed unti 1 the end of
testing. In this case the program is of the test-fix-test type and may be
considered as one test phase.

5.3.9 Reliability Growth Projections. Reliability projections can
be made by~and by engineering analyses.
The next two examples i 1 lust rate these methods.

Example 6. In Example 4, the AMSAA rel iabi 1 ity growth model was fitted

to a set of failure data resultinq in estimates of ~ = .332, ~ = .616 for the para-

meters. Under this model the MT8~ at time t = 3000 is given by ~(t)= [~(t) ]-l = 106.
This is the current assessment. A projection to time 3500, which may, for example,

be the end of the test phase, is determined by evaluating ~(t) for t = 3500. This

gives ~(3500) = 112, which is the expecte~ reliability to be attained” with 500
additional hours of development testing, if the present growth rate continues.
This is shown in Figure 5.40,

I
v Anal ysis of rel iabi 1 ity data CO1lected during the development

of an Army he lcopter indicated that the observed reliability growth was insufficient.
Projections on the tracking curve indicated that the rel iabi 1 ity requirement would
not be met. A major milestone had arrived where a high level decision needed to
be made regarding the future of the aircraft development program.
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It was known that the contractor had many delayed fixes which he
planned to implement in the future and that the projection of the tracking
curve could not anticipate the effect of these fixes. It was, therefore,
determined that an engineering assessment of these fixes would be required
in order to predict more accurately the future reliability of the aircraft.
Therefore, a study which was unique at that time was conducted by a special
team of engineers and analysts.

Primary emphasis during the initial investigation was on discussions
with contractor technical personnel about specific failure modes which had
occurred during testing, especially those failure modes where design modifications
had been incorporated or were planned. In all, 120 Failed Item Analysis Reports
(FIAR), grouped into 81 failure modes, were reviewed. After discussing each
fai lure mode with contractor personnel,, team members recorded a personal estimate
of the ef festiveness of contractor corrective actions to reduce fai 1ures.
Effectiveness estimates (k factors) were scored as the proportion of the fai lures
estimated to be eliminated i f the corrective action had been available for the ~
flying period covered. The personal estimates of corrective action effectiveness
provided by the 11 Army team members were averaged for each major subsystem. These
averages, or k factors, are summarized in Table 5-IV.

For example, a k factor of .60 assigned to a fix for a particular failure
mode over a certain time intewal would indicate that after the fix is incorporated,
60 percent of the number of failures of that particular mude over the same time
interval would not be expected to occur; that is, only 40 percent of the number of
failures would be expected to occur over the same time interval if the fix was
incorporated.

Thus, if N represents the number of failures of a particular mode
occurring over a certain time period, and NE represents the expected number

of f ai lures over the same time period after the fix with ef fect~veness factor
k is incorporated, then NE = N(l-k). For example, if 5 failures of a

particular mode occur over a certain time period, and a fix with k factor .60
is identified, then NE =5(1-.60) = 2. That is, after the fix is incorporated,

only 2 failures would be expected to occur over ‘the same time period.

The analysis of existing failure modes was based on failures charged
by Army personnel during 239 hours of f 1 ight testing. Of the 81 failure modes
mentioned above, the contractor had identified fixes for only 66. The fai 1ure
rates associated with the remaining 15 failure modes, therefore, would not be
expected to change and since 25 failures were associated with these modes each
of these 25 would be fully counted i n the assessment process.

However, the 66 modes for which the contractor had identified fixes
would need to be analyzed by the evaluation team to estimate the effectiveness
of each. The 95 associated failures would be adjusted accordingly to reflect
the reduced f ai 1ure rates that may be expected.
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The results of this analysis are summarized in Table IV. The 66
fai 1ure modes have been classified by major helicopter subsystem. Therefore,
the k factor listed for each subsystem represents only the average factor
for the modes occurring within the subsystem; therefore, the expected number
of failures (NE) cannot be determined exactly from the average k factors.

(Space would not permit listing all failure modes. )

NE represents the evaluation team’s best judgment of the number of

failures that would be expected to occur durtng an equivalent period of test
time (239 hours) after the contractor has installed his proposed fixes. The
final column shows the expected failure rate after the fixes.

The estimate of mean time between failure (MTBF) based upon the original
test was 239 hours/120 failures = 2.0 hours. The expected number of fai lures
after the fixes, however, is now 40.92 plus the 25 failures that resulted from
failure modes for which fixes were not identified. Therefore, the new estimate
of MTBF would be 239/(40.92 + 25) = 3.6 hours. The Army consequent y used this
number to estimate the reliability of the mature helicopter system.

5.4 Contracting for reliability q mwth. Growth procedures and concepts
must be clearly and effectively translated to any contract for developing a
sys tern. Because contracts and contracting procedures vary greatly both within
and among the services, it wil 1 be necessary to reduce these procedures to the
basic structure which any contracting procedure must follow.

First, prospective contractors must be solicited, and a detailed
accounting of what is needed must be given to each. For most military
contractors this is called the Request for Proposal (RFP).

Second, each contractor must respond to the RFP with a statement as
to what each believes he can deliver.

Third, after proposal evaluation and some possible negotiations, a
contractor is selected and a contract fs signed.

81

This section wil 1, therefore, be divided into three parts: 5.4. I
Request for proposal (RFPI.; 5.4.2 Evaluation of proposal; and 5.4.3 The’
Contract. Primary emphasts, however, wi 11 be placed upon the RFP since the
subsequent evaluation of the proposal and the contract are primarily a matter
for negotiation.
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5.4.1 Request for proposal (RFP).
what is expected 1n ‘he ‘Fp ‘“’t “ea~’{def’nehe contractor”s proposal regarding hls rel la 11 lty
growth program. It should basically consist of four areas of discussion:

Reliability requirements (interim and final)

P1anned growth curves

Testing

Tracking rel i abi 1ity growth

5.4.1.1 Reliability requirements. Real i stic requirements are,
of course, basic to the entire rel labil lty program and are not directly
associated with the growth program. Howe~er, it is important to understand
that the growth program is dependent upon realistic requirements since
the reliability must, at some time grow to equal or exceed the require-
ments. Basically the requirements must reflect a need and must reflect
the state-of-the-art within constraints on cost. There are two types of
requirements that must be considered for rel i abi 1 i ty growth purposes:

5.4.1 .1.1 Final requirements. At some point in time the
rel i abi 1 i ty must equal or exceed some pre-determi ned goal . The point i n
time may vary with programs (production, fielding, etc. ) , but each program
is required to specify a final “reliability requirement or goal.

5.4.1 .1.2 Interim reliability requirements. These are
reliability requirements Imposed at specific milestones during the develop-
ment cycle. The interim requirements must 1ead to the final requirement
and must set a standard by which the progress of the program may be.
judged. For this reason, interim requirements must be specified for the
same hardware and should be determined by the planned growth curve.

Interim requirements must also be located at times durin~ the
program when sufficient data are avai 1 abl e to make reasonable inferences
regarding the rel iabil ity of the system. Moreover, highly reliable
systems wi 11 normal lY require a 1arge amouqt of test time before a require-
ment can be verified based on data.

5.4.1.2 Planned growth curve. A planned growth curve must be
requi red by the RFP. It should be developed as described elsewhere i n
this document. However, the fol lowing specific requirements regarding
this curve, should be specified in the RFP.

5.4.1 .2.1 Application. It is important that the specific
equi pnent to which the P1 anned growth curve applies be clearly defined.
For instance, if the curve applies to a system to be developed, does this
system include government f urni shed .equi pnent, equi pinent being developed
by other contractors. etc. ? Normal 1y the requirement, as far as’ the
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must app
ment app

is concerned, applies only to the equipment for which the con-
s responsible. I n any case, however, the planned growth curve
y to the same equipment to which the final reliability require-
ies.

There is no need to provide a PI anned growth curve for sub-
systems or components if there is no contractually binding reliability
requirement for that subsystem or component. (Such curves may in some
cases be of value for analysis or other purposes, but they need not be
part of the contract). This point is mentioned because some contractors
have, i n the past, included hundreds of meaningless planned growth curves
in their reliability program plan, indicating a 1ack of understanding of
the purpose of the growth concept.

5.4.1 .2.2 Prototypes. If several prototypes are to be developed
under different condl t Ions, then the RFP must either require a planned
growth curve for each condition, must specify an average condition that
should lead to the requirement, or must specify the prototype(s) to which
the planned growth curve appl i es. l?se following are examples of a number
of situations that could occur and fiat should be done in each case.

Example 1.

Twa prototypes are to be developed. One is to receive fixes as
they are developed; the other is to receive few or no fixes unti 1 1ate in
the program.

Sol ution: A growth curve should be submitted for each prototype.
The curves~meet at a point 1ater in the program when both proto-
types have the same configuration. The item receiving the fixes as they
are generated should be considered the lead or control prototype and the
program evaluation should be based upon it unti 1 such time as the other
prototype receives the same fixes.

Q-% Several prototypes are to be developed at different
points in time. ewer prototypes wi 11 include design changes already
incorporated i n the older prototypes and Wi 11, therefore, be simi 1ar in
configuration to the 01 der prototypes at the same time that testing is
begun on the newer prototypes.

Solution: It will ,be assumed that at time, t, on the growth
curve scal~prototype wi 11 be of approximately the same configurate i on
age although their chronological ages may differ. One planned curve should
be swnitted wlsich represents an average rel i abf 1ity for the prototypes as
a function of development time.

Example 3. Cne or more prototypes are to be tested under either
more sevire environmental conditions or 1ess severe environmental conditions
than the rel iabi 1 ity requirement specifies.
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Solution: The
to these prototypes. If

planned growth curves
absolutely necessary,

normally
however,

should not apply
K-factors can be

applied to the data to compensate for unusual environments. This procedure
is not reconnnended except under most unusual circumstances. The K-factor
problem will be discussed later in more detail (para. 5.4.1.3.3).

5.4.1 .2.3 Historical information. As mentioned earlier, all
available aata and/or Information should be utilized in the construction
of the planned gro~h curves. The RFP must require that such data and/or
information be used. The following should be required:

Source of data and/or information

Applicability of data and/or information

Degree to

Method of

“Rationale

which judgment has been used

analyzing data and/or information

for determining the starting point for the curve

5.4.1 .2.4 Milestones. Al 1 proposed milestones must be identified
in the contractor’s proposal. These milestones must be associated with
speci f t c points on the P1anned growth curve.

The RFP must specify that milestones shall correspond to points
where viable decisions can be made. For instance, if numerous fixes are
to be incorporated at one time, it would not be appropriate to schedule a
,fiilestone at or near this point in time. The reason is that the effective-
ness of the fixes cannot be determined until some testing has been
conducted subsequent to the fixes. (See Failure Purging, para. 5.4.1 .3.5.)

5.4.1.2.5. Relationship to final requirement. The pla%ned
growth curve must 1ead to the final requirement at an acceptable point i n
time. Normally this point should occur at or before full production “of
the i tern. A planned growth curve that does not lead to this requirement
may be interpreted as a“ prediction that the requirement cannot be met.

5.4.1.3 Testing. The RFP must require the contractor to propose
a program or PI an for testing the prototypes under devel opnent and for

report ing the test results. So far as rel iabi 1ity growth is concerned.
test results need only to. be ‘reported on those systems, subsystems and/or
components for which pl anned growth curves are submitted, i .e. , lower
level test results should not normally be used. The amount of reliability
demonstrate on testing may be reduced since the techniques outlined in
this document permit the use of development test data for rel i abi 1 i ty
assessment purposes. The following information should be required i n the
RFP.
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5.4.1 .3.1 Type of test program. I_he contractor must specify
the type 07 testing he plans to conduct, e.g. ,

Hi 11 fixes be incorporated as they are developed? (test-fix-
test)

Hil 1 testing be interrupted for periods of time for the in-
corporation of many fixes? (test-find-test)

Mil 1 a combination of the above be employed? (test-fix-test
with delayed fixes)

In any event the type of testing will affect the planned growth
curve and the RFP must require that the type of testing and the planned
growth curve be compatible.

5.4.1 .3.2 Environments. The RFP must require that proposed
environmental test conditions be defined. Only testing conducted in en-
vironments defined for the requirements are directly appl i cable to rel i a-
bil ity growth estimation. For instance, a field requirement cannot
normal ly be demonstrated in a laboratory environment unless provisions
are made for simulating the field environment. Every effort must be made
to assure that sufficient testing is conducted under the environment
specified for the final requirement.

If testing under non-representative environments must be used
for rel iabil {ty growth purposes, then appropriate adjustments must be
made. One such adjustment is the use of K-factors discussed next.

5.4.1 .3.3 K-Factors. Hhen testing is to be conducted under
either more severe environmental stress or less severe environmental
stress than the field reliability requirement specifies, the use of K-
factors may represent an acceptable means of transforming the test results
from one environment to another if test results under environments speci-
fied for the requirement are impossible to obtain. For example, if a
government approved analysis indicates tha$ one hour of environment stress
is the equivalent of two hours of normal stress, then the K-factor would
be two. The times during which the stress was applied could then be
multiplied by two and the failure times occurring during that time period
COU1d be appropriately adjusted.

Ten hours of testing is to be conducted of which al 1
v’ ~but the fourt and f 1f th hour are to be conducted under normal stress.

The fourth and fifth hour are to be conducted under severe stress, and a
K-factor of two was found to represent an appropriate correction. The
failures occurred at the fol lowing times:
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Actual Failure Times (tA)
(hrs. )

1.1

;:;
4.1
4.6
5.0
5.3
5.7
6.8
8.2
9.1

the 12@VdlWSt failure tiMeS (tE) use the fol lowing

where tA
o

Actual hours

o~tA~tAo=4

tA ‘4<tA<tAo+T
o

tA+T=6<tA <10
o —,-

equals the actual time

Transformation

tE = tA

=6 tE = k (tA - tAo) + tA
o

tE=tA+(K-l)T

that the stress testing begins and T

equals the number of hours of stress testing. For this case tA = 4 and
o

T = 2. The fol 1owi ng equivalent test times are, therefore, obtained.

Equivalent F;;;~ Times (tE )
.

1.1

::;
4.2
5.2

U

U
10.2
11.1

86



MI L- HOBK-1139
13 February 1981

The use of K-factors should not
there is a valid and specific need to use
can propose a realistic means of arriving
Section 5.4.2.3 Evaluation of Proposal).
subjective.

be reconmnended in the RFP unIess
them and unless the contractor
at a suitable number. (See
K-factors are, at best, very

5.4.1 .3.4 Incident Classification and Reporting. An incident
is defined t or this handbook as an occurrence during test which may or
may not be classified as a failure. For contract purposes only those
incidents classified as failures chargeable to the contractor, are included
for the reliability purposes. For instance, the contractor cannot be
held responsible for failures of government furnished equipnent (GFE).

The RFP must require the contractor to propose a means for
detecting, reporting and evaluating incidents that may be related to
failures. He should first specify what information he proposes to record.
This information should include the following as a minimmn:

Description of incident

Chargeabi 1 i ty. Should the incident be charged to the contrac-
tor as a relevent reliability failure, and how should this be
determined? A means for handling disagreements between the
government and contractors should be specified.

Identification of failed item

Time of failure in terms of the time scale for the planned
growth curve

Classification of failure in terms of its effect upon the mis-
sion and/or other criteria such-as cost

The specific form of classification is left to the discretion
of the project manager since it is highly dependent upon the particular
type of system being developed.

Al 1 incidents must be
prohfbit the elimination during
on the basis of design fixes.

reported and the RFP should clearly
reliability assessment of any failures

For specific instructions regarding data ordering and classifi-
cation failures, see PtlL-STD-781 and MIL-STD-785.

5.4.1 .3.5 Failure purging. The RFP should clearly state that
failure purging as a result of desl gn fixes is an unnecessary and unac-
ceptable procedure when applied to determining the demonstrated rel i abi 1 i ty
value. It is unnecessary because of the recently developed statistical
procedures to analyze data whose failure rate is changing. It is unaccep
table for the following reasons:

The design fix must be assumed to have reduced the proba-
bility of ~.particular failure to zero. This is seldom, if ever, true.
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1
Usually a fix will only reduce the probability of occurrence; and in
some cases, fixes have been known to actually increase the probabi 1 ity
of a failure occurring.

b. It must be assumed that the design fix wil 1 not interact
with other components and/or fai lure modes. Fixes have frequently been
known to cause an increase in the failure rate of other components
and/or failure modes.

The hard fact is that fixes do not always fix; and, therefore,
the attitude of the government must be to defer judgment until further
test i ng is conducted. However, even after the ef feet i veness of a de-
sign fix has been established, fail ures associated with eliminated
failure modes should not be purged. The reason is - if there has been
sufficient testing to establish the effectiveness of a design fix,
then an appropriate reliability model will, by then, have sufficient
data to reflect the effect of the fix in the current reliability esti-
mate.

The above discussion, of course, applies to the demonstrated
reliability values. It may, however, be necessary to weight the effec-
tiveness of proposed fixes for the purpose of projecting reliability.
However, the difference between assessments and project ions must be
clearly delineated.

5.4.1.4 Tracking reliability growth. The RFP must require a
means of tracking the rellabl I lty growth of tfie developmental item and
of comparing the tracked growth with the predicted growth given by the
planned growth curve.

1“
5.4.1 .4.1 Analytical methodology. It would not be appropriate

for the RFP to specify precisely what methodology will be used. A
primary responsibility of this handbook is to convey the message that
an acceptable analysis cannot be standardized. The test data itself
must ultimately determine the analytical methodology.

Past experiences with mi 1 itary systems under devel opnent have
provided convincing evidence that the AMSAA model is the most versatile
procedure for tracking rel i abi 1 ity growth. Other models may on parti c-
U1ar occasions fit some sets of data better, but the Af4SAA model has
been found to fit nearly al 1 reliability data. Furthermore, it has
been found through experience that in those cases where the AMSAA model
does not fit, other models usually do not fit either.

I
For this reason it is reconsnended that the RFP require that

the AMSAA model be applied first to determine its appl i cabi 1 ity. If a
poor fit is obtained, steps should be taken to determine any physical
reason for a lack of fit. A common reason, for instance, has been that
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for periods of time only part of the system was being exercised. Dur-
ing these times, of course, the failure rate would be expected to be
lower than during those times that the ful 1 system was being exercised.
Frequently procedures of this sort are not repOrted.

Another common reason for a poor fit is a sudden and unexpec-
ted change in the course of a program. Such a change could be the
result of a management change, procedural. change, failure. criteria
change, etc. The model can frequently serve as a tool for detecting
such changes and/or their effect on the reliability estimate.

A poor fit, therefore, is not necessarily a valid reason for
discarding the AMSAA model since frequently such an occurrence reveals
information that may have gone unnoticed. Furthermore, the model wi 11
usual lY fit the data in segments as described elsewhere in this document.

The purpose of requiring the AMSAA model is not to impose a
particular methodology whether or not it is appropriate. If it can be
shown, from the hard data, that the model is inappropriate then other
alternatives should be proposed. The purpose of the AMSAA model is to
impose some firmness or strength into the contract. This will, in
turn, provide a measure of standardization into military contracts and
will prevent the use of complex models that do not reflect the real
world and are usual ly difficult to understand or refute without an
extensive study.

5.4.1.4.2 Application. The RFP should clearly indicate to
the contractor that th e rel labl (ity growth curve (tracking curve) will
be used to assess the progress of the development effort in comparison
to its predicted progress as defined by the planned growth curve.
During the course of the development program, the contractor, therefore,
wil 1 be held accountable for significant departures from the predicted
rel i abi 1 ity as defined by the planned growth curve.

This comparison may be made by computing confidence 1 imits
for the tracking curve and noting the location of the planned curve
with respect to the confidence 1 imits. For example, i f the planned
curve lies below the lower 1 imit of the tracking curves, the reliability
growth program may be considered ahead of schedule. On the other hand,
if the planned curve 1 ies above the upper confidence 1 imit, the rel i a-
b{ 1 ity growth program may be considered beh{nd schedule. The growth
program, of course, should be considered on schedule if the p] anned
growth curve 1 ies between the 1 imits. m

Al though primary consideration should be given to the status
of the program at the point in time that the latest data were available,
it is possible that the program wil 1 at that point be on or ahead of
schedule but that the projection wil 1 not lead to the requirement. This
wil 1 usual ly be caused by a planned jump or other rapid increase in rel i a-
bil ity of some future time. If such is the case then the projection
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computed before the jump WOU1d not be expected to project to the require-
ment since the projection is based upon past performance and cannot predict
junps or other rapid increases. This must be understood and discussed
in the contractor’ s proposal .

5.4.1 .4.3 Planned course of action. The RFP must require
the contractor to submit a planned course of action based upon the com-
parison of the planned growth curve with the tracking curve. If the
reliability growth program is either on or ahead of schedule, then no
course of action is required. However, if the reliability growth
program is behind schedule the contractor must be prepared to take ac-
tion.

The course of action should include a reevaluation of the
reliability program. He should, for instance, determine whether or not
the problem is associated with a particular component or sub-assembly.
If this should be the case, he should conduct an engineering study to
determine what can be done to improve the reliability of that component
or sub-assembly. If nothing can be done he should look at the possi-
bility of improving the reliability of other components or sub-assemblies
in order to compensate for the lower rel iabil ity of the component. or
subassembly in question.

If the system reliability problem cannot be associated with a
particular component or sub-assembly, the contractor should conduct an
engineering study of the most prevalent fai lure modes to determine what
can be done to reduce the rate of occurrence of failures to the point
yhere the reliability program will be back on track.

Al though the above engineering studies should be conducted i n
conjunct ion with government hardware and rel i abi 1 ity experts, a detailed
report of the findings should be forwarded to the project manager and
other appropri ate elements of the government.

5.4.2 Evaluation of proposal. The contractor must respond
to the Request for Proposal with his proposal. The proposal must
address al 1 information requested i n the RFP. The contractor must
justify any proposed vari antes from what. has been requested in the RFP.
The Government i n turn must evaluate the contractor’s proposal. This
section provides guidel ines for that evaluation.

5.4.2.1 Reliabi 1 ity requirements. Although the requirement
appl ies to the overall rel i abi 1 ity program, for purposes of growth
management it must be determined at what point i n time the contractor
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plans to meet the requirement and if he has adequately supported any
predictions relative to meeting the requirement either early or late
(as opposed to the normal schedules where the requirements are expected
to be met at some time near initial production).

5.4.2.2 Interim reliability requirements and planned growth
curve. Interim reliability requirements should CO1nclde with the

wed growth at any point in time. The fol lowing questions may be
used as guidelines in the Government evaluation of the contractor’s pro-
posal for PI anned growth curves.

5.4.2 .2.1 Have planned growth curves been submitted and do
they comply W1th Instructions given el sewhere in this document?

5.4.2 .2.2 Co the planned growth curves apply to systems,
subsystems~components for which there are contractually binding
reliability requirements?

5.4.2 .2.3 Are prototypes being developed under different
conditionS~during different intervals of time?

5.4.2 .2.4 If the answer to the previous question is “yes”,
have the varl ous conditions and/or time intervals been accounted for
in the construction of the planned growth curves?
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5.4.2 .2.5 Has historical information been used; and, if SO,
does it include the information required in paragraph 5.4. 1.2.3?

5.4.2 .2.6 Have appropriate milestones been identified? If
- so, are they located at points in time where sufficient information

will be available to provide current inferences regarding the progress
of the growth program? (Keep i n mind that the ef feet of design fixes . .
cannot be determined unti 1 an adequate amount of system testing has
been performed).

5.4.2 .2.7 Do the planned growth curves lead to the require-
ment at an acceptable point in time? If the curves lead to the
requirement either earl y or after the requirement should have been met,
has supporting rationale been provided? Is the rationale acceptable to
the Government?

5.4.2:3 Testinq. Testing should be discussed as it affects
the rel i ab~l ity growth program. The fol lowing questions should, as a
mi nimun, be answered by the Government i n its eval uat ion?

5.4.2 .3.1 Has the type of testing been specified as to diag-
nostic time. f ~xes, and implementation of fixes?

5.4.2.3.2 Is the type of testing compatible with the planned
growth curve? l-or instance, if many fixes are to be incorporated over
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a short period of time between testin
show an appropriate “jump” in reliabif{t~s

the planned growth curve

5.4.2 .3.3 Is non-standard environmental testing to be con-
ducted? Non-standard environmental testing is defined as testing
performed under conditions that do not simulate the conditions under
which the requirement is based.

5.4.2 .3.4 If the answer to the previous question is “yes”,
have appropriate measures been taken to either eliminate the results of
non-standard tests from the data or to adjust the results to make them
compatible with the requirement? (See paragraphs 5.4.1.4.2 and 5.4.1.4.3).

5.4.2 .3.5 If the use of k-factors is proposed, has the
contractor establ lshed a real istic means of arriving. at an appropriate
number?

5.4.2 .3.6 Is the contractor clearly committed to recording
al 1 incidents that may be related to a failure?

5.4.2 .3.7 Will the incident be fully discussed and described?

5.4.2.3.8 Does the contractor propose a means of classifying
incidents, e.g. , chargeable failures, mission failures, non-relevant,
etc. ?

5.4.2 .3.9 Does the contractor clearly state that all charge-
able fail ures wil 1 be considered and that assessed failures wil 1 not
be purged on the basis of design fixes?

5.4.2.4 Tracking reliability growth. The contractors pro-
posal must real istical ly discuss his proposed tracking procedures and
his planned course of action, should he fal 1 below his predicted rel i a-
bi 1 i ty given by the P1anned growth curve. The fol 1owi ng quest i Ons
should be addressed regarding tracking.

5.4.2 .4.1 Does the contractor propose to use the AMSAA model?

5.4.2 .4.2 If he proposed a different model , has he provided
sound justification for its use?

5.4.2 .4.3 Is his model easily understood?

5.4.2 .4.4 ‘Does he produce empirical evidence that his data
will fit the model (i .e. , evidence similar to the numerous examples
available for the AMSAA model )?

5.4.2.4.5 Does the contractor understand how his progress
wi 11 be tracked by the government (paragraph 5.4. 1.4.2)?
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appropriate course

5.4.3 The contract. When a contractor has been selected,
the m-ocedures for rel iabll lty growth management should be included in
the contract. Each developme~t -program is-different, and responses to
the RFP will vary in many ways. It is, therefore, impossible for this
docmnent to prescribe systematically what must be included in al 1 con-
tracts. [deal ly, however, everything that the RFP required should be
included in the contract. The contractor’ s response should determine
how much of the RFP is attainable subject to the government’s evalua-
tion of his rationale. Oi f ferences, of course, must be negotiated.
However, it should be understood that a viable reliability growth
management program wi 11 have 1 imited impact if it is not contractually
binding.
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APPENDIX A

ENGINEERING ANALYSIS

10. SCOPE

10.1 Pur ose. The majority of reliability growth data analyses are “
statis.ticalaes. Statistical analyses view growth as being the .*
suit of a smooth, continuous process. In fact, reliability growth occurs
in a series of finite steps corresponding to discrete design changes.
Mathematical models describe the smooth expectation of this discrete process.
Rather than being concerned about whether specific design changes are
effected rapidly or slowly--or whether they are very effective, not effec-
tive, or even detrimental--the statistical models work with the overal 1
trend. [n most situations, this is a desirable feature as it focuses
attention on longterm progress rather than on day-to-day problems and
fixes. The application of statistical analyses relies on analogy. For
example, the growth pattern observed for program A may be used as a planned
growth model for program 8, because the programs are simi 1ar. As another
example, the growth pattern observed earl y i n program B may be extrapolated
to project the growth expected later in the program because of similarities
between the early and later portions of the program. The difficulty that
occurs in applying the analogy approach is that perfectly analogous situa-
tions rarely exfst in practice. The engineering analyses described in
this section rely on synthesis. That is, they build up estimates based on
a set of specific circumstances. There is sti 11, however, rel f ante on
analogy; but the analogies are appl ied to the parts of the problem rather
than to the whole. Al though synthesis may be used to provide a complete

,buildup of an estimate, it is simpler and more common to use synthesis to
account for the differences, or 1ack of perfect analogy, between the base
1 ine situation and the situation being analyzed.

10..2 ;pplfcation. The general approach to growth pl arming and 1ong-
term projec Ion IS similar to that used for assessment and short-term
project ion purposes. The main difference Is that for planning and long-term
project ion purposes, attention must be directed to program character st ics
and general hardware characteristics; since specific des~gn changes are
unknown at the time of program planning. For assessment and short-term pro-
jection purposes, attention must be directed to the specific hardware
changes made or anticipated. For the most part, the program and general
hardware characteristics can be ignored, since they have already played
their role in dete~ining the specific hardware changes. The only differences
between assessment and short-term project ion is whether a change has been
incorporated i n the hardware or not. The analysis is the same in both
cases except that recent test results may be incorporated f n the assessment.
It should also be noted that the type of assessment described in this..
section, because of the judgment involved in arriving at it, is particularly
suitable for use within an organization. For inter-organization use, com-
pletely objective demonstrated values, computed by a means acceptable to
the organizations concerned, are usually necessary.
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20. ASSESSMENT ANO SHORT-TERM PROJECTION

At times, it is desirable to assess or project re-
liabi;!;~ g%i%$+%ns of engineering analysis rather than statistical
analysis. This detailed look is usually desirable in the following situa-
tions:

a. When, near the end of .a test phase, design changes have been, or
wi 11 be Incorporated w~thout adequate demonstrate 1on. It is highly desirable
to analyze these unverified fixes” separately on their unique merits,
rather than treating the “fixes” as average ones with a statistical model .

b. When a major design change is made, or wil 1 be made, in the future.
Such a change often causes a jump in reliability that .is unrelated to the
growth process prior to the change, since it represents a departure from a
pure “find and fix” routine.

c. When there are few distinct test and fix phases. In this case
growth projections by statistical extrapolation may not be appropriate.

d. When it is desired to evaluate possible courses of design improve-
ment. By considering the fai lure modes observed and possible corrective
=ons available, a desirable course of design improvement can be determined.
For example, it can be determined if correction of the single-worst problem
will bring the system reliability up to an acceptable level.

20.2 Objective. When a failure mode is observed on test, it becomes
desirable to anticipate the improvement that can be expected in a system if
that failure mode is subjected to design improvement. The ultimate improv~
ment possible is to ~~mpl etel y remove the f ai 1ure mode or reduce its rate
of occurrence to zero. The practical lower 1 imit on the failure rate is
l“lmi ted by the state-of-the-art , and even this value can be attained only
under perfect condi t ions. The failure rate actual ly attained wil 1 usual lY
be somewhat higher than’ the state-of-the-art 1 imit because of unforeseen
minor faults in the design and the failure rates of the parts involved.

20.3 Oesign changes. Although this ~ppendix emphasizes rel iabi 1 ity
analysis of design changes for reliability improvement, all design changes
should be analyzed in this manner, since every design change has a potential
for enhancing or degrading system rel i abi 1 ity. This requires that the rel i-
abi 1 i ty management system be 1 inked to the configuration management system
and other pertinent programs such as for mai ntai nabi 1 ity and producibi 1 ity.

20.4 Significant factors. Some of the ‘factors affecting the expected
effectiveness of a design change for rel i abi 1 ity are 1 i steal bel OW. For
convenience i n appl i cation, these
reference values and factors that

are categorized as factors that create
influence estimates.
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a. Factors that create reference values:

(1) What is the failure rate being experienced in similar appl i-
cations?

(2) I/hat is the failure rate of components to be left unchanged?

(3) Uhat is the analytically predicted failure rate?

(4) Uhat failure rate is suggested by laboratory or bench tests?

(5) How successful has the design group
redesign efforts?

b. Factors that influence estimates:

(1) Is the failure cause known?

(2) 1s the likelihood of introducing or
modes smal 1?

involved been in previous

enhancing other fai lure

fa

fa

(3) Are there other failure modes in direct competition with the
I ure mode” under considerate ion?

(4) Have there been previous unsuccessful design changes for the
I ure mode under considerate on?

(5) Is the design change evolutionary, rather than revolutionary?

(6) Ooes the design group have confidence in the redesign effort?

20.5 EXP1 anat ion of factors.

20.5.1 Hhat is the failure rate being experienced in similar
a 1 i cations? The al ure rate t at a component experiences In slml ar

* servesfas’an objecti~e reference point indicative of wh~t may
resonably be expected of that ccmponent.

20.5’.2 What is the faflure rate of components to be left unchanged?
Since it is usual 1y unreasonable e to expect one of the worst components in a
system to be among the best as the result of a design change, the average
fai 1ure rate of components to be 1eft unchanged can be used as a rough opt i-
mistic 1 imit. Although the guidance provided by this reference value is
not very f inn and may easi 1y be overridden by other factors, there are
three reasons to encourage its use. First, it raises the general question
of over- optimi 9n. Second, it is a valid and comon approach to reliability
improvement to bring problem components into conformance with the other
components in the system. Third, thfs reference value is among the easiest
to determine.
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20.5.3 What is the analytically predicted fai 1ure rate? The
failure rate for tle tal I ure mode under consideration may, In some cases,
be analytically predicted using techniques such as probabilistic design
analysis. As an analysis of this type cannot consider unforeseen pecul i-
arities in the design or application, such a value .should be viewed as an
optimistic limit.

20.5.4 What failure rate is suggested” by laboratory or bench
tests? Laboratory or bench test indications must be viewed with some
~icism. Specifically, an attempt should be made to judge whether test
conditions are yielding an opimistic or pessimistic comparison.

20.5.5 How successful ha’s the design group involved been in
-previous redesign efforts? The success rate of the design group provides
another obJectl ve POTnt of reference. For example, one organization has
found that corrective actions are normal ly not more than 80 percent effective.
Usual lY, this index is evaluated as the proportion of design changes that
result in elimination (essentially) of the failure mode, or it is evaluated
as the average proportion of fai lure rate reduction. In both of these
cases, the range of failure rate values under consideration is between the
current va~ ue and zero. The ef feet i veness of the design group may also be
determined by the average proportion of the predicted improvement that is
attained. In this case, the range of failure rate values under consideration
is between the current value and the predicted value. This measure of
effectiveness is more precise, but also more cumbersome, to work with. If
this measure is used, it must be treated as an influence rather than a
reference value.

20.5.6 Is the failure cause known? Knowledge of the failure
cause relies heaviTy on he abi 1lty to perform a failed part analysis.
Only when the failure cause and the precise failure mechanism are known can
a design change be expected to be fully effective. At the other end of the
spectrum are problems that must be attacked by trial and error because the
failure case is (at least, initially) unknown. In this case, the expected
effectiveness will be close to zero. Weverthel ess, this type of a change
may be used to gain insights that will give higher expectations in future
changes.

20.5.7 Is the likelihood of introducing or enhancing other
f ai 1ure modes small? The 1 ikel i hood of other f ai 1ure modes being affected
by a desi yn change can usual 1y be evaluated by use of f ai 1ure mode and
effect anal ysis. Attention should be directed to components that are
adjacent to the affected one in either a functional or physical sense.

. .

20.5.8 Are there other failure modes in direct competition with
the failure mode under consideration? It is a special, particularly
difficult situation when a component or assembly has other failure modes in
direct competition with the f ai 1ure mode under. considerate on. These are
usual lY characterized by opposite failure mode descriptions such as tight,
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loose; or high, low. In a situation like this, there is no single, con-
servative direction, and avoiding one failure mode often resul ts in backing
into another. 5eals on rotating shafts are an example of this type of prob-
lem. An application may initially have a leakage problem. Going to a
tighter seal often results in a wear problem, and changing to multiple
seals often causes the outer seals to run dry. The optimism solution in a
case like this is usually a less-than-satisfactory compromise. And it is
not unheard of to end up eventually with the’ original design.

20.5.9 Have there been previous unsuccessful design changes for
the fai 1ure mode under considerate on? Each unsuccessful design change for
a speclflc failure mode wll I, in Itself, lead to lower expectations for the
effectiveness of further changes. This is caused by selecting the most
prc4nising alternatives first. However, previous unsuccessful changes may
have provided sufficient information on the f ai 1ure mechanism to outweigh
this factor.

20.5.10 IS the design change evolutionary rather than revolu-
t ionary? Ideal istical ly, an evolutionary change jnvolves a single, smal 1
deviation from orevious oractice. Increases in either the macwlitude or
number of devia~ions make the change more revolutionary. lfhe~ a design is
refined i n an evolutionary manner, the expectation is for improvement to
occur with each iteration. A revel utionary design change is. however,
virtually the same as a new design fresh from the drawing board (for the
subsystem and ccinponents concerned). Thus, the redesigned part of the
system may have an initial 14TBF only, say, 10 or 20 percent of the pre-
dicted value. The revel utionary change may, however ,“ have a potential
inherently higher than the original design.

20.5.11 Does the design group have confidence i n the redesign
effort? Although subJect 1ve and lntultlve, the confidence of the design
group should reflect all of the factors previously discussed. 8ecause of
this, any analysis of reliability growth expectations should be compared
against this intuitive feel; and, of course, the two opinions should ccmpare
wl?ll. As with any kind of cross -checki ng, the objective is to ferret out
any errors and oversights. The main point is that an adequate analysis of
rel i abi 1 ity growth expectations cannot be-accomplished without input from
the design group.

30. METHODOLOGY

There are twu major steps involved in estimating the ef feet of a design
improvement. The first step involves using any reference values that can
be determined to roughly define the range within which the new reliability
value is expected to be. The second step involves considering the effect
of the various i nf 1uencing factors to narrow down to a 1 ikely point within
this range. ,It must be emphasized that this methodology is a thought-process
guide rather than an explicit procedure to be fol lowed blindly. Some of the
1 isted factors may be meaningless or inappropriate for a given design
change. Some may be overshadowed by other factors. And some combinations
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of factors may have ,a net effect that is not consistent with the 1 i nearly
additive rel ationshlp suggested in the example to follow. Special cases,
such as a component with acceptable rel iabi’1 ity that is to be modified for
other reasons, wi 11 require adaptation of the basic procedure.

40. EXAMPLE

40.1 Objective. This example is intended”to illustrate a general
methodology that may be used to predict the effectiveness of design changes.
This may be used as a method of assessment for design changes incorporated
i n the hardware, but not adequately tested. It may also be used to make
short- term projecti ens. This example considers just a single design change.
It must be emphasized that the methodology is intended as a guide to
reasoning, and no quantitative precision is implied.

40.2 Problem statement. The failure mode under consideration is weld
cracking in a travel lock of a howitzer. The design change to be incorporated
is an increased weld fillet size.

40.3 Analysis.

40.3.1 Oetermination of reference values. The first step is to
determine any reference values that are obtainable as shown in Figure A-1.

Current Failure Rate o~ monstrate
~y Test

llna Iyt lcal Predlctlon None
Test Results Lab tests (accelerated) show about a 4 to

1 improvement, suggesting a f ai 1ure rate
of about .00012’ is attainable.

Failure rate of similar None sufficiently comparable.
components. i n simi 1 ar appl i ca-

. . ..

tions
Success ratio of the design group In general , they have been capable of

removing 60% of the failure rate, implying
.0002 as an expected f ai 1ure rate.

Average fai 1ure rate of un- The system f ai 1 ure rate is .004, and there
changed components are roughly 300 active, or f ai 1ure- prone

components. .004/300 = .000013 l..

FIGURE A-1. Reference Values

40.3.2 Oesign change features. The second step i’s to determine features
of the design change that would i nT7 uence the fai 1ure rate to be attained as
shown in Figure A-2.
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1s the f al 1ure cause known? Maderately wel 1. Analysls of broken welds
showed no significant flaws; thus ruling
out a qual ity problem. The level of forces
encountered is not wel 1 known, and there is
question about the stress concentration in
the vicinity of the weld

k there a likelihood of ln- other related fal 1ure modes are fore-
troducing other failure modes? seen.
Are there campet ing f ai 1ure No
nodes?
IS the design change evolutionary? Yes. This is a single, relatively minor

change.
Rave th ere been previous un- Yes. Ih 1s 1s th e second change. The tlrst. . . .
successtu I aeslgn changes tor
the fai 1ure mode under con-
siderate ion?

hes the desl gn group have
confidence in this change?

FIGURE A-2.

Ctsange Increased the cross-section of the
stop. This caused some improvement, but the
same type of cracking persists. Further in- 1
crease in cross-section is impossible withoutl
a major design change.
I heir confidence lS moderate. I

Design Change Features

. 40.3.3 Defining and refining estimates. The third and fourth steps in
the process involve defining the re ion of interest in terms of reference values

?and then refining estimates within or perhaps slightly beyand) this region
by consideration of the influencing factors. This process is shown graphically
for i 1 lustrative purposes in Figure A-3. Point A represents a likely failure
value, ignoring the influencing consideration. In thts case, the 1ab test
results were felt to .be real istic and considerably more concrete than the
general expectation, although the two values are in reasonably good agreement.
The failure rate af other components does 1 ittle mare in this case than to
provide assurance that the fai lure rate is only being brought into “reasonable
conformance” ta the rest of the system, rather than surpassing it. Line A-B
represents the detrimental i nf 1uence expected from some 1 ack af knowledge of
the f ai lure cause. Since the f ai 1ure cause is not known exactly, the 1ab
test ing may not have adequately reproduced the fai 1ure cause. Line B-C
represents the inf 1uence expected from other fai 1ure modes that may be aggra-
vated by the change. No inf 1uence is expected. Line C-D represents the
influence expected from other campet i ng fai 1ure modes. No inf 1uence is ex-
pected . Line O-E represents the inf 1uence of the evolutionary versus revel u-
t ianary nature of the design change. Since this is an evolutionary change,
no effect is expected. Line E-F represents the detrimental inf 1uence expected
from this being a second design correction attempt. Line F-G takes into
consideration the confidence that the design group has in this change.. Since
their feel ings are consistent with the analysis up to this paint, no effect is
shokn. This analysis, then predicts a failure rate of about .00025 after the

101



MI L-HDBK-189
13 February 1981

design change. Similar analyses for other design than es may then be
combined to estimate the effect at the s.vstem level. ?inallv. it must
be emphasized again that this type of es~imator is highly

-.
subjective.

.0005

.0004

.Ooo1
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CURRENT
FAILURE RATE

GENERAL EXPECTATION
F~ DESIGN GROUP

FAILURE RATE SUGGESTED
BY LAB TEST

FAIUJRE RATE OF
-OTHER COWONENTS

FIGURE A-3. Defining and Refining Estimates

50. PLANNING ANO LONG TERM PROJECTION

50.1 Purpose. From an academic standpoint, growth planning and
1ongrange project ion have as their purpose the determination of the
rel i abi 1 ity growth that can be expected for a given set of program
alternatives. From a more practical standpoint, a set of such analyses’
enables the program planner to evaluate the benefits and drawbacks of
various program alternatives.

50.2 .dApproach. Basi cal 1y, growth planning and 1ong- range projec-
tion consl er program constraints, activities, and sequencing to judge
whether they wi 11 encourage or deter growth and to what extent. The
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three main variables of interest are the number of failure sources
identified, the time required to perform the various activities, and
the effectiveness of redesign efforts. Particular care must be taken
hen evaluating these variables to ensure that the sequencing of events
is properly, accounted for.

50.3 Organf zation or program character sties. The basic rel i a-
bil ity growth feed back model discussed in paragraph 4.2.1 wil I be used
as a means of organizing and assimilating program characteristics.
Because of the significance of hardware fabrication time, the fabrica-
tion of hardware element is included in the model as il Iustrated in
Figure A-4.

,+ ’EEIEiiEEIRiiEl-,
I Feedback of Information I

FIGURE A-4. Feedback Model

50.4 Progran+rel ated questions. The four major elements of the “
rel i abi 1ity growth feedb ack model can be further broken down to a set
of specific program-related questions. In the following 1 ist of ques-
tions, T is used to indicate time-related questions, # is used to
indicate questions related to the nunber of identified fai 1ure modes,
and E is used to indicate questions related to the effectiveness of
corrective actions.

a. Oetection of Failure Sources

(1) Are the test durations and ‘the nunber of systems on T,#
test adequate or excessive?

If the amount of “testing is too smal 1, the nunber of failure modes
identified wil 1 be too smal 1 to properly guide redesign effort. m
the other hand, once the redesign direction is wel 1 establ i shed, but
changes are not incorporated in the test hardware, not al 1 of the
newly identif iet3f ailure modes wil 1 be useful. In effect, we are
testing ‘yesterday’s= design once it has served its purpose of providing
design guidance.

(2) To what extent can and will failed part analysis be T,#
performed to determine what failed and why it failed?
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For most types of equipment, this is a minimal problem, and the time re-
quired may be negligible. However, missiles and munitions (as examples)
often require special instrumentation to determine what failed, and
the determination of what failed may be a time-consuming process.

(3) Wil 1 early tests investigate the later 1 ife T,#
characteristics of the system?

Frequently, early tests are relatively short. When longer tests are
run later in the development phase, new failure modes associated with
wearout may be observed. It is important that they are observed
early enough in the program to allow for corrective action and verifi-
cation.

b. Feedback of Information

(1) Is the feedback system responsive? and T

(2) Can information be lost by the feedback system? #

A well-designed information feedback system should experience no prob-
lems in either of these areas, but these questions must be addressed
since flaws in the feedback system are as critical as flaws elsewhere
in the loop and are’ more easily corrected.

(3) Can failures find a home in the organization? T

A significant amount of time may be expended determining the responsi -
bil ity for a given failure mode.

c. Redesign Effort” 8ased on Problems Identified (and nonrel i-
ability reasons). -

(1) What general emphasis is to be. placed on
corrective action?

In an aggressive rel i abi 1 ity program, each f ai 1ure mode

initiating T

wi 11 be analyzed
and corrective action at 1east considered. Less aggressive programs
may wait for pattern f ai 1ures to occur before investigating a fai 1ure
mode.

(2) HOW severe are other design constraints? E

As other design constraints become more severe, the number of design al-
ternatives becomes more 1 imited. As an example, on one type of equip-
ment approximately 30% of the design changes for rel i abi 1 ity have
involved some weight increase. This suggests that if a program for
equi pnent of this type is severely weight constrained, approximate y
30% of the usual design alternatives must be ruled out.
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(3) What design changes for non-reliability reasons can #
be anticipated?

This is very closely related to the above question, but it is convenient
to view the restriction of reliability growth and the (possible) intr~
duction of rel i abi 1 ity problems separately. This question concerns

‘the introduction of reliability problems ,uhen design changes are made
for other reasons.

One approach that has been used is to treat design changes for non-rel i-
ability reasons the same as changes for reliability reasons. For
example: if 40% of al 1 design changes for rel iabil ity reasons were
‘unsuccessful ,- in that the failure mode was not essentially removed
or another was introduced, we may estimate that 40% of al 1 design
changes for non-rel iabil ity reasons would cause rel iabil ity problems.

(4) Have allowances been made in terms of dollars and T,E
time for problems which wi 11 surface late in development?

If a program has been planned for success at each stage, there is no mar-
gin for error; and the unexpected, yet inevitable, problems are difficult
to acconnnodate. In the early program stages, there are usually enough
variables i n the program to acconsnodate problems. However, near the
end of a devel opnent program, there may be nothing 1eft to trade off.
Uhen planning for reliability growth, it must be recognized that it is
possible to approach the end of a development effort with an identified
problem, an identified “fix, ! but insufficient time or money to incor-
porate the fix.

(5) tfhat is the strength of the design team, and what T,E
amount of design support wi 11 it receive from the rel iabil ity function?

The main interests are the time required to effect design changes (on
paper) and the effectl veness of the changes. These wi 11 be affected
by the size and cmnpetence of the design team and also by the support
it is given and the discfpl ines that are imposed. In general , design
princi pl es, such as the use of proven components, or the conduct of a
failure mode and effects analysis increase design effectiveness at the
expense of time and money.

d. Fabrication of Hardware

(1) Hhat intervals of the can be expected between T
the time that component design changes are final tzed and the time that
the c@nponents are ready to be tested?

Within a given system, this time can easily range from nearly zero in
cases where off-the-shelf canponents can be used; to many months, in
cases where special tool ing is required. As a minimun, the longest
leadtime components should be identified and from these a probable

“\
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1ongest 1eadtime determined. This provides a
mi nlmum 1eadtime required before a new design
D1aced on test. Al 1 leadtimes will have some

H%X%:ec::IW
impact on the practical

attainment of rel i ability growth; but as a first cut, the long leadtime
components yield the most i nformat ion. It is also worthwhile noting
that identification of a reliability problem in a long leadtime compo-
nent may be a signal of a reliability growth problem that is not other-
wise identified.

(2) What provisions are there to repl ace or repair T,E
components that fai 1 on test?

Ideal lY, replacement and repair procedures during test should duplicate
those planned for the fielded equipment. However, since there may be
no, or few; spares for the prototypes on test, some coinpromises may be
necessary. Testing delays may be necessary whi 1e “repl acement parts
are fabricated, or extraordinary repairs may be made to keep the equip-
ment on test. When extraordinary repairs are made, the validity of
some” subsequent y discovered fai 1ure modes may be questionable. For
example, a casting that is cracked by testing may be repaired by welding,
instead of being replaced as it would be in field use. If cracking sub-
sequently occurs i n another area of the casting, there may be a question
whether the cracking is a result of a design deficiency or a result of
residual stresses caused by welding. This doubt effectively reduces
the number of identified fai 1 ure modes.

50.5 Synthesis. The above questions can be used as a guide to pro-
gram character sties that wi 11 influence rel i abi 1 i ty growth. The
program character sties can then be used to synthesize the 9rowth ,..
expectations for the program.

60. EKAMPLE -.

60.1 Objective. This example is intended to i 11 ustrate the general
type of reasoning used to synthesize growth expectations. It does not
cover a complete program and is somewhat simplified, but additional
detai 1s wi 11 vary greatly from one program-to the next. It considers
a development of a weapon for which the maJority of design changes
wi 11 occur between tests. It must be emphasized that, in spite of the

apparent mathematical precision, the estimates should be viewed as
just ballpark figures.

60.2 Problem Statement. The first prototype weapon is to be tested
fm 10,000 rounds. =of 200 is anticipated, implying that .50
failures are expected during the test. From experience with similar
systems i n early stages of development, it is expected that the 60
f ai 1ures wi 11 be in about 20 different modes. The average fai 1ure
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= .00025.
&

60.3 Analysis of improvement in existing failure modes. Uhat re-
sults can be expected when the second prototype 1s tested? First, of
the 20 modes expected, it is anticipated that about 18 wil 1 have design
corrections attempted, and the changes are expected to reduce the
fai 1ure rates by 602. Thus, the combined fai 1ure rate expected for
these modes is (18) ( .40) ( .00025) = .0018. For the other two failure
modes, no design correction wi 11 have been made. One is expected to
be a long leadtime change which won’ t be reflected until the third
prototype, and the other is expected to be impossible to improve
without exceeding the weight constraint. Thus, for these two modes,
the combined failure rate is expected to be 2( .00025,) = .0005. Or,
for the entire system, a failure rate of .0018 + .0005 = .0023 can be
expected, implying an MR8F of 1/.0023 s 435, provided no new failure modes
are i nt reduced.

60.4 Analysis of new failure modes anticipated. To take into con-
sideration any new failure modes, a calculation WI1l first be made of
the residual failure modes otherwise expected when testing the second
prototype. The planned test duration for the second prototype is
15,000 rounds. With an MR8F of 435, about 34 failures are expected
which. based on previous experience, suggests that about 15 modes wi 11
be found. 8ecause some wearout characteristics are expected, it is
anticipated that the later 1 ife test experience beyond 10,000 rounds
wil 1 expose 2 new failure modes. Furthermore, an additional 2 new
fai 1ure modes are expected from the dozen or. so design changes motivated
by non-reliability considerations. With about 15 + 2 + 2 = 19 modes
expected, previous experience suggests that about 46 failures can be
expected. And the expected MR8F is therefore 15000/46 s 326 MRBF.
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APPENDIX 8

GROWTH MODELS

\\

10. INTRODUCTION

10.1 a

The intent of
mathematical models for

this appendix is to provide an overview of various
rel i abi 1 itv crowth that have been oronosed i n the

literature. This 1 i sting may be u;e~ as a guideline for c~oo;ing a candidate
model for a particular application. Technical references are given for
each of these models where a more complete discussion of the model may be
found .

10.2 Types of models

Th’e growth models are distinguished according to twu major types
as follows:

● Discrete Growth Models

c Continuous Growth Models

20.. OISCRETE RELIABILITY GROUTH MOOELS

20.1 General

This section describes a number of discrete rel i abi 1 i ty growth
models which are currently available. Each model is brief 1y described in-
cluding the basic assumptions that were made in deriving the models.

20.2 Model 1

L1 oyd and Li pow (18) introduced a rel i abi 1 i ty growth model for a
system which has only one f ai 1ure mode. F~r each trial the probabi 1 ity
that the system w“ll fail if the failure mode has not been previously
eliminated is assumed to be a constant. If the system does not fail, no
corrective action is performed before the next trial. If the system fai 1s,
then an attempt is made to remove the f ai 1ure mode from the systen. The
probabi 1 ity of successful 1y removing the fai 1ure mode is also asswned to be
a constant for each attempt. They show that the system rel i abi 1 ity, Rn, on
the mth trial is

Rn = l-Ae-c(*l)

where A and C are parameters.
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20.3 Model Z

Another rel i abi 1 i ty growth model was considered by L1 oyd and
Lipow (18) where the deveiopnent program is conducted in K stages and on
the i-th stage a certain number of systems are tested. The reliability
growth function considered was

Ri = ‘- -(a/i),

where R. is the system rel iabil ity during the i-th stage, R- is the ultimate

“1”rel iabl lty as i+- and COO “s a parameter.
h

Maximun 1 ikel i hood and
least squares estimates of = and m are given by Lloyd and Li pow along
with a lower confidence 1 imit for RK.

20.4 Model 3

Wolman (25) considered a situation where the system failures are
classified according to two types. The first type is termed “inherent
cause” and the second type is termed “assignable cause”. Inherent cause
failures reflect the state-of-the-art and may occur on any trial while
assignable cause failures may be eliminated by corrective action, never to
appear again. Wolman assumed that the nwnber of original assignable cause
failures is known and that whenever one of these modes contribute a failure,
the mode is removed permanent y from the system. Wolman uses a Markov-
chain approach to derive the rel i abi 1 ity of the system at the n-th trial
wh&n the failure probabil i ties are known.

20.5 Model 4

8arlow and Scheuer (4) considered a nonparametric model for esti -
mating, the rel i abi 1 ity of a system during a development program. They
assumed that the design and engineering changes do not decrease the system’s
reliability, but, unlike some other models, they do not fit a prescribed
functional form to the rel iabl ity growth. lheir model is similar to Wolman’s
in that each failure must be classified either as inherent or assignable cause.

It is further assumed that the devel opnent program is conducted
in K stages, with similar systems being tested within each stage. For each

stage, the nmber of inherent failures, the nunber of assignable cause
fai 1ures and the number of successes are recorded. In addition, they
assumed that. the probabi 1 ity of an inherent failure, q~, remains the same
throughout the devel opnent program and that the probabl 1 ity of an assignable
cause fai 1ure, qi, .i n the i-th stage does not increase fr~ sta9e to sta9e
of the devel opnent program. The authors obtained the maximum 1 ikel i hood
estimates of q. and of the qi’s subject to the condition that they be nonin-
creasing. A conservative 1ower confidence bound for the rel i abi 1 i ty of the
system in its final configuration was also given.
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20.6 Model 5

Vi rene (24) considered the suitability of the Gompertz equation

R=abct, ”

O < a < 1, 0 < b < 1, 0 < c < 1, for reliability growth modeling. In this
equation a is the upper 1 imit approached by the rel iabil ity R for a fixed
time period as the development time t+=+ The parameters a, b and c are
unknown. Vi rene gave estimates of these parameters and demonstrated by
examples the application of this model.

20.7 Model 6

8arlow, Proschan and Scheuer (3) considered a reliability growth
model which assumes that a system is being modified at successive stages of
devel opnent. At stage i the system reliability (probability of success) is
pi. The model of reliability growth under which one obtains the maximun
1 lkel i hood estimates of pl, p2, . . . . ~ assumes that

P1SP2S... SPK.

That is, it is required that the system reliability not be degraded from
stage to stage of development. No particular mathematical form of growth
is’ imposed on the reliability. In order to obtain a conservative lower
confidence bound on pK, it SuffiCeS to require only that

That is, it is only necessary that the reliability in the latest stage of
development be at least as high as that achieved earlier in the develop
ment program.

oat? consist of xj successes in ni trials in stage i, i=l, . . ..K.

A variation of this
Section 20.5. ) In that model
cause, are distinguished.

20.8 Model 7

Another rel iabi 1 ity

model is treated in” Barlow and Scheuer. (See
two types of failure, inherent and assignable

growth model considered bY 8arlow. Proschan
and Scheuer (3) assumed that- a~ stage i of development ~he distribution of
system 1 ife length is Fi. The model of rel Iabil ity growth under which the
maximun 1 ikel i hood estimates of Fl(t) , F2(t) ,... , FK(t) are obtained, writing

~i(t) = l-Fi(t)
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is

for a fixed t ~ O. In order to obtain a conservative upper confidence
curve on FK( t) and thereby, a conservative 1ower confidence curve on FK( t)
for all non-negative values on t, it suffices only to require that

for all t > 0. That is, the probabi 1 ity of system survival beyond any
time t in fie latest stage of development is at least as high as that
achieved earl i er i n the devel opnent program.

20.9 Model 8

Si ngpurwal la (23) considered an approach to reliability growth
analysis of discrete data involving the use of time series methods.
Since a time series can be defined simply as, “.. .a set of observations
generated sequentially in time” it is straightforward to formulate the
growth process as the fol lowing time series problem: on a complex
system which is undergoing successive developmental changes, tests
are performed to monitor progress and to determine whether rel i abi l.i ty
requirements are being met. The outcome of each test is judged to be
either a success or a failure. In particular, at the end of the j-th
stage, nj independent tests are conducted of which v j are deemed to
be successful. If we denote the rel i abi 1 ity of the system at the end
of the j.th stage by pJ, then Vj is binomial lY distributed with

Let pj be an estimator of pJ, J = 1,2, . . . .

“paraR~~;se~!i~;!e!J;or pj , J = 1,2, . . .M. M, we can apply time series
methods, (1) to determine whether ,p. is increasing with j, (2) to oh-

-l “tai n a good estimate of the probabl lty of success at the present
stage of testing (pM), and (3) to obtain forecasts of p at future
stages, M+ 1, M+ 2 . . . .

In particular, the methods propqsed by 80X and ‘Jenki ns (6)
have been found to be powerful and flexible enough for application to
many fields. Singpurwal la (23) is a specific application of this

.,approach to rel i abi 1 ity growth problem. The 8ox-Jenki ns Autoregres-
si ve- Integrated Moving Average (ARIMA) model/approach has the fol 1owi ng
major advantages:

(a) No specific model need be selected in advance. The data
themselves lead to selection of ‘a specific model within
the very broad and flexible class of A81MA models.

(b) Models with either deterministic or stochastic indica-
tions of growth can be fitted to data. Normally the
deterministic model should be used only in cases where
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control 1ed.
being used to

(c) The 8ox-Jenkins methodology has a buil t-in theory of
forecasting, as wel 1 as techniques to obtain numerical
forecasts.

It must be recognized that his approach has some disadvantages
as well. For example, data from a relatively large number of stages
must be available, i .e. , M should be of the order of 20 or so before
meaningful conclusions can be drawn in most cases. If the process is
a ccunplex one, it is possible that M ~ 50 will be required. Another
disadvantage is that the methodology cannot be applied in a cookbook
fashion. “Considerable judgment is required and it is possible to
derive very inappropriate conclusions.

30. CONTINUOUSRELIABILITY GROUTHMOOELS

30.1 General

The previous section discussed situations where a device or
system either operated successfully when called up or failed to
perform its mission, i.e., a go/no-go situation. The other broad
category which must be considered is the repairable system hich must
operate successful ly over periods of time which cannot be regarded as
fixed and hence, cannot be divided into a go/no-go categorization. In
this case, we must be concerned with the sequence of successive times-

.between-fai,lures of the system. .If the system is improving (as a
result of design fixes, debugging of bad parts, better repair procedures,
or any other reason) then the successive times-b etween-f ai 1ures ( i nter-
fai 1ure times) wi 11 tend to i ncr,ease. Reversals wi 11 occur for many
reasons, including inappropriate design fixes, damage caused by previous
repairs, changing environmental stresses, or even sampl ing variabi 1ity.
Hence, it may not be obvious that growth is occurring without some
sort of analysis. Fbreover, even i f the presence of growth can be
verified by inspection, it usually wil 1 be necessary to use some system-
atic technique(s) to estimate the rate at which growth is occurring or
to forecast future changes in reliability. Some of the fol lowing
models are based on the non-homogeneous Poisson process which is de
scribed in 30.1.1. The discussion for models 13-17 are from reference
20.
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30.1 .i Poisson Processes

A stochastic process (N(t) , t > O) is said to be a counting
process i f N(t) represents the total rider of events which have occurred
in the interval (O, t). The counting recess (N(t) , t ~ O) is said to

r“be a homogeneous Poisson process (HPP I f
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(1) N(0) = O,

(2) {N(t) , t ~ 0) has independent increments, and

(3) The number of events (in our context. failures) in anv
interval of iength t2
P(t2 - tl).

That is, for all t2 >

P (N(t2) - N(tl)

for n ~ O.

From condition (3) it

E {N(t2 - tl)) =

- tl has a Poi&on. distribution with me~n “

tl ~ o,

- tl(t2-tl)

e {P(t2-t~) } n
=fl)=

n!

follows that

P(t2 - tl)

where the constant, p, is the rate of occurrence of fai 1ures. It can
be shown that the successive times-between- fai 1ures of the HPP defined
above are independent and identically distributed exponential random
variables.

The non- homogeneous Poisson process (NHPP) differs from the
homogeneous Poisson process (HPP) only in that the intensity function
varies with time rather than being a constant. That is, conditions
(1) and (2) are retained and condition (3) is modified to be:

(3a) The m.nnber of failures in any interval (tl, t2) has a

P~isson distribution with mean Jt2p(t) dt
tl

That is, for all t2 > tl~O . . . t2

n -~tlp(t)dt
(ft2P(t) dt) e
tl

P {N(t2) - N(tl) = n) =
n!

for n ~ O.

From (3a) it follows that

E (N(t2) - N(tl)} = ~t2p(t) dt
tl
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30.2 Hodel 9

Ouane (11) analyzed data for several systems developed by
General Electric in an effort to determine if any systematic changes
i n rel iabi 1 ity improvement occurred during devel opnent for these systems.
His analysis revealed that for these systems, the cunul at i ve fai 1ure
rate fell close to a straight line when plotted on log-log scale.

Let N(t) denote the number of system failures by time t, t > 0.
The observed cumulative failure rate C(t) is C(t) = N(t)/t. The log-
log plots imply that log C(t) is approximately a straight 1 inc. That

is, log C(t) = 6 -
6

slog t, or C(t) = yt-a, where Y = e . It fol lows

also that N(t) = 6tl-a .

The change per unit time of N(t), r(t) = !- N(t) = y(l-a)t+.
dt

Ouane interpreted this as the current failure rate. In this context, the

reciprocal of r(t) , m(t) = [y(l-a)t “’J-1, may be interpreted as the
current or instantaneous fiTBF. This is Duane’s postulate which is a
deterministic learning curve formulation of rel iabi 1 ity growth.

Uhen the test time t is the cunul ati ve test time for the pro-
gram, then the log-log property of the cumulative failure rate, C(t) ,
indicates an overall trend for reliability growth or an idealized type
pattern. Section 5.2.6 provides appropriate methods for construction
and interpretation of the idealized growth curve and test phase rel i a-
bility tien C(t) is linear on log-log scale.

30.3 Model 10

Crow” (9) considered a model (called the AJ4SAAmodel) which
can be used for tracking rel iabi 1 ity growt-h within test phases. lhis
approach assumes that within a test phase, rel iabi 1 ity growth can be
modeled as a NHPP. It also assumes that based on the failures and
,test time within a test phase, the cumulative failure rate is 1 i near
on log-log scale. This is a local, within test phase pattern for
reliability growth comparable to the global pattern noted by Ouane
(11 ). Let t be the test time from the beginning of the test phase and
let N(t) denote the nunber of system failures by time t. It fol lows

that the expected value of N(t) can be written as. E[N(t)] = its.

1 The AJfSAA model assumes that the test phase reliability growth fol lows

I the NHPP with mean value function 8(t) = .lt 6 and intensity

I
function p(t) = Mt 8-1

. This model al 1ows for the development of
rigorous statistical procedures useful for reliability growth tracking.
The AMSAA model is thoroughly considered in Appendix C.
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30.4 Model 11

A NHPP model proposed by Cox and Lewis (7) is o(t) = ea+yt.
The parameters CI and u can be estimated from test data’ and a goodness of
fit test applied for this model . For. additional details and background
information, see Ascher and Feingold (2).

30.5 Model 12

pol ynomia”
Lewis and Shedler (17) extended the Cox-Lewis model (Model 11)

by developing estimation techniques for the exponential model
for powers up to 10, i .e. , for models of the form

10P(t) =exp (ao. + al t + . . . +alo t ).

30.6 Model 13

The 18M model , Rosner (21), assumes explicitly that: (1) there
are random (constant intensity function) failures occurring at rate A, and
(2) there are a fixed but unknown, number of non-random design, manufactur-
ing and workmanship defects present in the system at the beginning of test-
ing. Let N(t) be the number of nori-random type defects remaining at time
t>o - This model makes the intuitively plausible assumption that the rate
of–change of N(t) with respect to time is proportional to the number. of
non-random defects remaining at t. That is,

d N(t)/dt = -K2N(t)

and, hence

N(t) = ikt+c

Now i f we denote the unkown
t = O by K1 then

-K2t
N(t) = Kle t

number of non-random failures present at

> 0, K1, K2>0.

cumulative number of failures UP to timeDef i,ni ng V(t) to be the expected
t then

-%t),V(t) = at + K, (l-e . (1)

Thus, the expected cumulative number of failures by time t is
the expected number of random failures by time t plus the expected number
of non-random f ai 1ures removed by time t. It should be noted that V(p) = O
as expected. Moreover as t + -, V(t) y at + KT + at + -, as expected.
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Because of the non-1 inearity of the model (1 ) the estimation
of A, K1 and K2 must be accompl ished by iterative means.

In addition to this model being ‘plausible” the most interesting
feature is the abi 1 ity of the model to predict the time when the system/
equipment is “q” fraction debugged (i.e. , q fraction of the original
K1 nonrandom failures have been removed, O < q < 1). The number of
non-randcm defects removed by time t is clearly

-K2t
N(0) -N(t) = K1 - Kle .

and hence the fraction (of K1 initial non-random defects) removed by
time t is

-K2t
K1-K1e -K2t

q= = l-e (2)
K1

ThIJs having estimated K;, say ~2. w can find the time at which
vO. 95 of the non- random defects ave been removed by solving (2) for
to. 95. That is.

-ln 0.05

to.95 =
iz

In general, for arbitrary q, O < q < 1 the time by tiich the
system/equi pnent is q“ fraction debugged is

-ln (l-q)
tq=—. (3)

K2

Equation (3) is a powerful tool @cause It can be used to help
determine the 1ength of development testing, or, the debugging period.

Another impartant feature of this model is that the number of
nonrandom failures remai nina at time t can be estimated and of course
is .

-K2t
K1e . The estimate of A, say
run achievable MT8F.

In the above model the
cumulative number of fai 1ures by
models the de endent variable .is

!failures, Y(t where

A

k, gives the estimate of the 1ong-

dependent variable was the expected
time t. In all of the following
the CUMU1ati ve mean time between
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t
Y(t) =

Total No. of Failures in (O, t)

30.7 Model 14

Suppose that K is used to denote the 1 imiting value of Y(t)
as t + - and suppose the rate of growth dY(t)/dt is jointly proportional
~u;he remaining growth (namely K-Y(t)) and some growth function g(t).

dY(t)/dt = [K-Y(t)] g(t).

Taking g(t), the growth function, to be a constant, say K2 > 0,
then the sol ution to the differential equation is easily seen to be

-K2t
Y(t) = K (1-Kle ),t>o.

This may be referred to as the exponential-single term power
series model.

Here K1 > 0 is an intercept parameter arising as a constant
of integration.

The arowth rate (i. e.. dY(t) /dt) is lar~est at t = O is monot-
onically decre~sing in t S6 that ‘ ““ “

lirn [dY(t)/dt] = O
t-

It is entirely plausible that the growth rate is largest
t = O and decreases to O as t + -. This model is also extremely
f 1exibl e because it has three parameters

K: The limit of cumulative MTBF.

at

Kl: When t = O, Y(0) = K (1-K1)l Thus K (1-K1) may be thought
of as the initial MTBF of the system/equi cment when
O< K1 <l. K1 may also be thought of “as” the growth
potential.

K2 : The growth function; constant in this case.

The disadvantage of this model is clear enough. Like the IBM
model it has three parameters and is non-1 i near in t; nor can i t be
transformed to a 1 i near function of t. Thus the least squares estimates
of K, K1, ,and K2 must be obtained by iterative procedures. More
details on this model can be found in Perkowski and Hartvigsen (19).
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30.8 Model 15

A model proposed by L1 oyd and Li pow (18) supposes that the
growth rate is inversely proportional to the square of time t, i.e. ,

dY(t)/dt = K2/t2, K2 > 0.

Then clearly,

Y(t) = K - K2/t.

Here K is a constant of integration

l.im Y(t) = K
t+o

and thus K is the limiting value of

but it should be

cumulative MT8F.

noticed that

The parameter K2 is a growth rate parameter which also affects
the location of the curve. Since Y(t) cannot be negative and

lim Y(t) = -=
t+o

we must define

Y(t)

This
,lative F1T8F is

=0,0~t<K2K.

definition provides a time period (O, K2/K) when the cumu-
0. This may be realistic for some systems.

8y making the change of variable t’ = I/t we see that

Y(t’) = K - K2t’

and thus Y(t’) is linear in t’ with slope K2 and intercept K which means
the parameters K and K2 can be easily estimated by the usual least squares
methods.

30.9 Model 16

Aroef (1) assumed that the growth rate is jotntly proportional
to the growth achieved at t, i.e., Y(t), a constan multiplier (growth$rate parameter) K2 and inversely proportional to t . That is.

dY(t)/dt = K2 Y(t)/t2.

This differential equation has the sol uti on
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-K2/t
Y(t) = K e

MTBF iS K. Al 50

lim Y(t) = O.
t+o

Since

in Y(t

letting

=ln K-

K the reliabi”

K2/t ,

ity growth 1 imit in cumulative

t’ = l/t,

in Y(t’) = in K - K2t’

and usual 1 i near least squares methods can be used to estimate the con-
stants K and K2.

30.10 Model 17

The last model

K2t
Y(t) = K e

considered is the simple exponential model:

, K>O, K2>0.

Y(0) = K which is the “initial” cumulative KT8F. Since In Y(t) = in K +
K2t then the 1 i near least square method can be used to fit the constants.
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APPENDIX C

THE AMSAA RELIABILITY GROWTH MODEL

10. MODEL DESCRIPTION

10.1 Introduction

The US Army Materiel Systems tialysis Activity (AMSAA) employs
the Ueibul 1 process to model rel iabi I ity growth during a development
test phase. This model adequately represents the improvement in rel i a-
bil ity during development for a wide variety of systems. It is appl i-
cable to systems for which usage Is measured on a continuous scale,
for example, time in hours or distance in miles. Also, for high rel ia-
bil ity and a large number of trials, the model may be used for one-shot
systems.

Oevelopnent test programs are generally conducted on a phase
by phase basis. For each test ,phase it is typical for the test data
to be compiled and a reliability evaluation made. It is important to
note that the AMSAA Reliability Growth Model is designed for tracking
the rel iabi 1 ity within a test phase and not across test phases. This
nmdel evaluates the reliability growth that results from the introduc-
tion of design fixes into the system during test and not the rel iabi 1 ity
growth that may occur at the end of a test phase due to delayed fixes.

10.2 Oasis of the Model

Figure C.1 illustrates reliability growth on a phase by phase
basis. The AMSAA Model addresses the rel iabil tty growth within a par-
ticular test phase.

The beginning of a test phase wi 11 be denoted as time t = O.
Hi thin the test phase let O< S1 < S2 < . . . < Sk denote the cumulative
test times on the system when desfgn modifications are made. See
Figure C.2. 8etween the times when design changes are made on the
system, the fai lure rate can generally be ~ssumed to be constant. Let
li denote the constant f ai 1ure rate during the i-th time period
[Sj-1, Si ) between modifications. See Figure C.3.

Based on the constant failure rate assumption, the number of
failures Ni during the i-th time period has the Poisson distribution
with mean Xi(Sj-Sj.1). That is,

[+(s@.~-1)1” e-4(sf-sl.1)
Prob [Ni=n] .

nl
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n= Oil, 2.... Also, the constant fai lure rate assumption during
[S1.1, Si ) implies that for this interval the times between successive
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Figure C-1 Phase- by- Phase Reliability Growth.
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Figure C-2 Times of Design Madifkati~ for Test Phase 2.
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lures fol 1ow the exponent

- aix
F(x) =l-e

al distribution

X>o.

123

1 I

t.() & % 53 s,

I
[

PHASE1 ~ PHASE 2 I PHASE 3
I

Figure C-3 Failure Rates Between Madif icatians.

Ouring develo~ental programs, more than one prototype Is often tested.
If the prototypes have the same basic conf fgurati on between modi f ica-
tions, then under the constant f al lure rate assumption, the times Si
may be considered as cumulative test time to the i-th modification.
Also, on a cumulative time scale, Ni is the total nunber of failures
experienced by al 1 systems during [Si-1, S~ ).

Let t denote cumulative test time and let N(t) be the total
nunber of system failures by time t. If t is in the first interval,
then N(t) has the
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Poisson distribution with mean Alt. Suppose t is in the second inter-
val. In

I I x I [
-o S1 t S2 S3

this case N(t) is the number of failures N1 in the first interval plus
the number of failures in the second interval between S1 and t. The
failure rate for the first interval is A and the failure rate for
the second interval is A2. kTherefore, t e mean of N(t) is the mean of
N1 which is” AIS plus the mean number of failures from S1 to t, which
is A2(t-Sl). iT at is, N(t) has mean e(t) = Al S1 + X2 (t-Sl).

When the fail ure rate is constant (homogeneous) over a test
interval , then N(t) is said to fol low a homogeneous Poisson process
with mean of the form At. When the failure rates change with time
(nonhomogeneous) , e.g., from interval 1 to interval 2, then under
certain conditions, N(t) is said to follow a nonhomogeneous Poisson
process. For the situation under consideration, N(t) would follow the
nonhomogeneous Poisson process with mean val ue function “

t
e(t) = j dy)ro, where

o

,P(Y = ai, y c [Si-l, S1). That is, for any t,

[e(t) ]fle- e(t)

Prob[N(t) = n] = ,
n!

n = 0,1, 2,.... For example, when t is in the first test phase,
e(t) = ht. When t is in the second test. phase, O(t) =
AIS1 + A2(t-Sl) , etc.

The integer-valued process {N(t), O O) is cal 1ed a nonhomoge-
neous Poisson process with intensity function p(t). The physical in-
terwetation of o(t) is that for At infinitesimally smal 1,
P(t)At is approximately the probability of. a systefi failure
in the interval (t, t +At). If p(t) = A, a constant for
al 1 t, then this. probability is not changing with test time.

‘(t) ‘nCreaslng ,1< ~z< ~~~”)’ ‘hen ‘he ‘ailure Probability

If p(t)
is decreasing (1 > A2> A
p(t)At 1s decrea: ing, imp ying reliability growtl . For

. ..), system reliabi” ity is deteri-
orating.
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From a practical point of view it is-advantageous to approximate
the intensity function p(t) by a continuous, parametric function since all
test data during a ~est phase may then be pooled to estimate these parameters.

The AMSAA Model assumes that p(t) may be approximated by the

parametric form o(t). = A6t6-1, t ~ O, A ~ O, B > 0, which is recognized as
being the Weibull failure rate functi”on. See. Figure C.4. This ‘implies that.—

the mean number of failures by time t is e(t) U, AtB. A motivation for this
form of p(t), which is based on a learning curve pattern for the cumulative
failure rate is given below.

I 1.
s, S2 s, .

t=o

I
PHASE 1 I PHASE 2

I

Figure c-4 Parametric Approximation
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The observed cumulative failure rate C(t) is defined as C(t) =
N(t)/t. ” Suppose that within a test phase C(t) is linear with respect to
t on a log-log scale. This local pattern for reliability growth within q
test phase is analogous to the global, ideal i zed growth pattern observed
by Duane (reference 11) for s stems during their development programs.
See Figure C.5. f“Equating C(t to Its expected value and assuming an exact

linear relationship on log-log scale, it follows, that E[C(t)] = XtK where
K represents the slope of the local pattern on a log-log scale. Hence,

E[N(t)] = AtB, for B = K + 1. Thus, within the test phase the expected
number of system failures by time t is At. The instantaneous failure rate,
p(t), for the system is the change per unit time of E[N(t)]. Therefore,

p(t) = ~ E[N(t)] = A6tB-1 .

.10 -

f .06 _

I.1.l
W
q

.04 –~.

9
i=
< .02 -

$ .
u .01 , I I I L

10 30 90 300 900

CUMULATIVE TEST TIME

figure C-5 Log- Log Plot Within Test Phtxse.
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The AMSAA Relfabil ity Growth Model assumes that system failures
during a development testing phase fol 1ow the nonhomogeneous Poisson process

B-1with Weibull intensity (t) = lBt , where A >0, B > 0. For B = 1,
p(t) = a, the homogeneous Poisson or exponential case. For,8< 1, o(t) is
decreasing, implying reliability growth. When B s 1, P(t) is increasing,
indicating a deterioration in system reliability. It is important to note
that the model assumes a Poisson process with Weibull intensity function

6-1p(t) = ABt , and not the Weibull distribution. Therefore, statistical
procedures for the Weibull distribution do not apply for this model .

Ui ttl a failure rate or intensity function that may change with
test time, the nonhomogeneous Poisson process provides a basis for describ-
ing the reliability growth process within a test phase. With the AMSAA Model
estimates can be made for assessment purposes, confidence bounds can be found,
and the data can be subjected to an objective goodness-of-fit test.

10.3 The Model

The AMSAA Reliability Growth Model assumes that within a test
phase fai lures are occurring according to a nonhomogeneous Poisson process.
It is further assumed that the failure rate or intensity of failures during

the test phase can be represented by the Weibull function p(t) = X6tB-1 where
A > 0, B > () are parameters and t is cumulative test time. Under this model

the function m(t) = [aBt6-1]-’ is interpreted as the instantaneous MTBF of
the system at time t. When t corresponds to the total cumulative time for
the system, then m(t) is the demonstrated MTBF or the MT8F of the system in
it> present configuration. See Figure C.6. Crow formulated this process
as a model to describe the pattern of rel tabi 1 i ty grcwth in reference B.
Other references on this process include Kempthorne and Folks (15), Englehardt
and Bain (12), Bassin (5), Crow (9) (10), Finkelstein (13), and Lee and Lee
(16).

10.3,1 Cumulative Number of Failures. The total number of
failures, N(t) , accumulated on al 1 test items. {n cumulative test time t
is a random variable with the Poisson distribution. The probabi 1 i ty that
exactly n failures occur between the initiation of testing and total tes”t
time t is

P {N(t)= n] = ‘e(t)~~e-e(t) .

in which e(t) is the mean value function; that is, the expected number of
failures expressed as a function of test time. To describe the reliability

growth process this function is of the form e(t) = .it6 in which I and s are
positive parameters.
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Figure C-6 Test Phase Reliability Growth Based on AMSAA

Model.

10.3.2 Number. of Failures in an Interval . The number of failures
occurring in the interval from test time a until test time b is a random
variable having the Poisson distribution with mean

e(b) -e(a) = .l(bB-a6)

The number of failures occurring in any interval is statistically independ-
ent of the number of failures in any interval which does not overlap the
first interval . Only one failure. can occur at any instant according to
the Weibull process model.
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10.3.3 Intensity Function. For the. rel iabi 1ity growth process
the intensity function is

p(t) = d-l.

The probability of the occurrence of a failure between time t and time t + h
is approximately p(t)h if the increment h is sufficiently small. The intensity
function is sometimes cal led the f ai lure rate; however, this concept is
different from that of the failure rate or hazard rate of a life distribution.
Caution should be exercised so that the two ideas are not confused. The
parameter A is cal led a scale parameter because it depends upon the unit of
measurement chosen for t. The parameter B is of prime importance because it
character zes the shape of the graph of the intensity function. If 6 is equal
to one, the intensity function is constant. In that case the reliability of
the system is not changing since the times between successive failures are
independent identically distributed random variables with an exponential

-1distribution with mean A . If B is not equal to one, the times between
successive failures are not identically distributed and do not have exponential
distributions. For a development process during which the system rel iabi 1 i ty
improves, the shape parameter B is less than one. In this case the expected
number of failures in an interval of fixed length decreases as its starting
point increases. In a poorly managed reliability program improper design
changes can result in degradation of system reliability. This situation is
chara”cteri zed by values of the shape parameter a greater than one. This
indicates that the number of failures expected in a fixed increment of time
is increasing with time.

10.3.4 Mean Time Between Failures. At time to the intensity of

failure is p(to) = A6t$1. In practice it is generally assumed that if no

improvements are incorporated into the system after time to, then fai 1ures

would continue at the constant rate o(to) = A6t~-1 with further testing.

That is, if no additional modifications are made on the system after time
t_, then future failures would follow an exponential distribution with mean

m~to) = [a6t~-1]-1. The function m(t) =

instantaneous MTBF of the system at time
ability growth under this model.

[&6-1]-1 is interpreted as the

t and represents the system rel i -
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I 20. RELIABILITY GROWIH ASSESSMENT

20.1 Graphical estimation. P1ots derived from the f ai 1ure data pro-
vide a graphic description of test results. They furnish the analyst a
means to examine the nature of the data. Graphical methods can also be
used to obtain rough estimates of the reliability parameters of interest
i n the reliability growth process. Two types of graphs are described
bel OW. The first tells the analyst if growth is obviously demonstrated
by the data. The second method goes further since it provides rough
estimates of the two parameters i n the expression for the intensity
function.

20.1.1 Average failure rate plots. Construction of a plot of
the average fal I ure rates observed during testing yields a crude approxin+
ation of tlie intensity function. To construct such a plot divide the
elapsed test time into at least three nonoverlapping intervals. These
nonoverlapping intervals can be of unequal length. Next calculate the
frequency of occurrence of failures within each interval by dividing the
number of failures in the interval by its length. Plot the fai lure fre-
quency as a horizontal 1 ine at the appropriate ordinate. The 1 ine should
extend over the abscissas corresponding to time within the interval.
Any significant increasing or decreasing trend in the intensity function
should be apparent from this plot.

20.1.2 Cumulative failure plots. A graph of the observed cumu-
1 ati ve number of f al lures plotted against cumulative test time on ful 1
logarithmic paper furnishes crude “estimates of the parameters which describe
the intensity function. Taking logarithms in the expression for the mean
value function yields the result

log m(t) = log X + 0 log”t.

Therefore, the expression for the mean value function is represented by
a straight line on full logarithmic paper. A line drawn to fit the data
points represent ing the cmul at i ve number of fai 1ures at the time of each
failure occurrence is a suitable approximation of the true 1 inc. lle
ordinate of the point on the 1 ine correspandi ng to t equal to one i S an
estimate of A. The actual S1ope of the 1i ne as measured with a ruler
yields an estimate of the shape parameter 6. Alternative methods in-

clude the plotting of the cumulative numbers of failures divided by cumu-
lative test time or the reciprocal of that quantity. If either of those
methods are used, the method for estimating the parameters is S1 ightly
more complicated.

20.1.3 Examples of graphical estimation. The following data
are used to demonstrate the graphical estimation procedures. Two proto-
types of a mechanical system are tested concurrently with the i ncorpora-
tion of design changes. The first system runs 132.4 hours, and the
second runs 167.6 hours. The time on each system and the cumulative
test time at each failure are 1 isted below. An asterisk denotes the
failed system.
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;

i’
5
6

:

1;
11
12
13
14

#1
Hours

2.6*
16.5*
16. 5*
17.0*
20.5
25.3
28.7
41.8*
45.5*
48.6
49:6
51.4*
58. 2*
59.0

#2
Hours

::

::
.9*

3.8*
4.6*

14.7
17.6
22.0”
23.4*
26.3
35.7
36.5*

Cmulative
Hours

2.6 15
16.5 16
16.5 17
17.0 18
21.4
29.1. :;
33,3 21
56.5 22
63.1 23
70.6 24
73.0 25
77.7 26
93.9 27
95.5 End

#l
Hours

60.5
61.9*

. ;;.;*

84:1*
84.7*
94.6*.

104.8
105.9
;~;.:*

132:4
132.4
132.4

Al though the occurrence of two failures at exactly

n2
Hours

37. 6*
39.1
55.4
::.;*

64:3
72.6
85.9*
87. 1*
89.9

119.5*
150.1*
153. 7*
167.6

Cum;:;ve

98.1
101.1
132.0
142.2
147.7
149.0
167.2
190.7
193.0
198.7
251.9
282.5
286.1
300.0

16.5 hours is not oos-
sible under the assumption of the model such dat~ can result from round-
ing in order to construct an average fa; lure rate plot. The test time
is divided into 50 hour intervals. The number of failures in each interv-
al is divided by the length of the interval to give the average failure
rates shown in Figure C-7. The data indicate that the -intensity function
is decreasing. The cumulative number of failures is plotted as a function
of test time in Figure C-8. The 1 i ne in the figure is an approximation
to the data points. The ordinate of the 1 ine corresponding to 1 hour is
.49. This is an estimate of A. The slope is measured as 7.3/10.0.
Thus, .73 is an estimate of 6. This procedure thus quantifies the
trend of rel i abi 1 ity improvement. The estimate of the intensity function
at 300 hours is (.49)(.73)(300)--27 or .077 failures per hour. If
no further changes are made, the estimated mean time between f ai lures is
1/.077 or 13 hours. These estimates are satisfactory for a’ quick analysis
of the data; however, the statistical estimates described in 20.2 provide
a more precise descri pt ion of the growth process.

20.2 Statistical estimation. ~deling reliability growth as a
.nonhomogene~rmits the assessment of the demonstrated
iel i abi 1 ity performance by statistical procedures. The method of maxi-
mum 1i kel i hood provides estimates of the seal e parameter A and the
shape parameter 8. These estimates are used in estimation of the
intensity function. In accordance with 10.2.4, the reciprocal of the
current value of the intensity function is the mean time between fai 1ures
that the system would exhibit in the absence of further improvements.
Procedures for point estimation and interval estimation of mean time
between fai lures are described below. The data employed in the estima-
tion consist of failure times from testing terminated at a given time
or fran testing terminated at the occurrence of a specified number of
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Figure C-8: Cumulative Failure Plat.
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failures. The procedures vary S1 ightly for these two types of tests. A
goodness of fit test to determine whether the model is appropriate to
describe the data is also described below. If the exact times of failure
occurrence are unknown, it may still be possible to utilize the reliability
growth model . This is the case when inspections are conducted to uncover
hidden failures: Procedures to use in that instance are in Section 20.2.3.

20.2.1 Time terminated testing. The procedures described in
this section are to be used to analyze data from tests which are terminated
at a predetennined time or tests which are in progress with data available
through some time. The required data consists of the cumulative test time
on al 1 systems at the occurrence of each failure as wel 1 as the accumulated
test time. To calculate the cumulative test time of a failure occurrence it
is necess.iry to sum the test time on every system at that instant. The data
then cc,,sists of the N successive failure times Xl c X2 < . . . c XN which
occur prior to the accumulated test time T.

20.2.1.1 Point estimation. The method of maximum likelihood
provides point estimates of the parameters of the rel i abi 1 i ty growth process,
The estimate of the shape parameter B is

~= N
N

Subsequently, the scale parameter

that for anv time t the intensitv

Nln T-~ln Xi
i=l

ii is estimated by ~ = N/T . It fol 1Ows
-“ i-lfunction is estimated by ~(t) = ABt .

In particul~r~ this holds for T~-the accumulated test time. For smal 1

sample sizes use of the unbiased estimator F given in 20:2.1.3 is advisable.

The reciprocal of ;(T) provides an estimate of the mean time
.-

between failures which could be anticipated if the system configuration
remains as it is at time T. If the rel i abi 1 i ty program is expected to
continue without any shift in emphasis or environment, then the intensity
function may be projected into the future to predict the benefit of continued
attempts to improve reliability. Although the estimators use all failure
occurrences, the model is effectively self purging. The estimator ~ (T) can

be .wri tten as i(N/T). Note that N/T would be the estimate of the intensity

function for a h~ogeneous Poisson process. Hence the fraction (1-~) of the
failures are effectively eliminated.

20.2.1.2 Interval estimation. Interval estimates provide a meas-
ure of the uncertainty regarding the demonstration of rel iabi 1 i ty by testing.
For the rel i abi 1 ity growth process the parameter of primary interest is the
mean time between failures that the system would exhibit after the initiation
of production. The probability distribution of the point estimate of the
intensity function at the end of the test is the basis for the interval
estimate of the true value of the intensity function at that time. The
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values in Table C-J facilitate computation of confidence interval estimates
for the mean time between failures. The table provides two-sided interval
estimates on the ratio of the true MT8F to the estimated MT8F for several
values of the confidence coefficient. If the number of failures is N and
y is the selected confidence coefficient, then the appropriate tabular
values are LN,Y and UN,Y. The interval estimate of MT8F is

8ecause the number of failures has a discrete probability distribution,
these interval estimates are conservative, that is, the actual confidence
coefficient is slightly larger than the stated confidence coefficient.

20.2.1.3 Goodness of Fit. The nul 1 hypothesis that a nonhomo-

geneous Poisson process with an intensity function of the form ABt8-’-

properly describes the reliability growth of a particular system is tested

by the use of a Cram&-von Mises statistic. An unbiased estimate of the
shape parameter is used to calculate that statistic. This estimate of E is

for a time terminated test with N failure occurrences. The estimate ~ is
described in Section 20.2.1.1. The goodness of fit statistic is

in which the failure times must be ordered SO that O f xl j X2 $ .-. f XN.

The null hypothesis is rejected if the statistic C: exceeds the critical

value for the level of significance selected by the analyst. Critical

values of C: for the .20, .15, .10, .05 and .01 levels of significance (a)

are in Table C-II. That table is indexed by a parameter labeled M. For
tinie terminated testino M is eaual to N. the number of failures. If the
test rejects the rel iatil i ty g~owth model, an examination of the data may
reveal the reason for the lack of fit. Possible causes of rejection include
the occurrence of more than one failure at the same time or the occurrence
of a discontinuity in the intensity function. In the first case, an
appropriate procedure may be to group the data as explained in 20.2.2. In
the latter case the data should be treated as described in 20.2.4.

20.2.1.4 Example of time terminated test. The data used in
20.1.3 will be used to demonstrate the statistical estimation procedures.
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The point estimate of s is

27
; = “27 In 300-(ln 2.6 + in 16.5 +. ..+ in 286.1) = .716

Thus, as the graphical techniques indicated, the AMSAA model estimates
that reliability is improving. The estimate of the scale parameter is

The estimated ntensi ty function is

;(t) = .325t-”284

Figure C-9 shows the graph of this equation superimposed on the average
failure frequencies. The intensity function at the end of the test is
estimated as .0645. The point estimate of MTBF at the end of the 300 hour
test is 15.5 hours. The interval estimate of MTBF with a 90 percent
confidence coefficient is ( .636/ .0645, 1.682/.0645), that is 9.9 to 26.1
hours. These results together with the tracking curve and the planned
growth curve are shown in Figure C-10. The level of significance chosen
to test the goodness of fit is .05. The critical value is .218 as deter-
mined by interpolation in Table C-II for M equal to 27. The unbiased.
estimate of B is .690. This is used to calculate the Cramer-von Mises
statistic: The value of that statistic is .091. Since this is below the
critical value we accept the hypothesis that the AMSAA model is appropriate.

20.2.2 Failure terminated testi nq. The procedures described in
this section are applicable to tests which are terminated upon the accumu-
lation of a specified number of failures. The procedures are only S1 ightly -
different from those used for time .termi nated testing. The data consist
of the N successive failure times X1 < X2 c. ..< XN expressed in terms of
cumulative test time.

20.2.2.1 Point estimation. The method of maximum 1i kel i hood
furnishes point estimates of the shape parameter B and the scale parameter
A: The estimate of B is

;=
N

N-1
(N-l)ln XN - ~~~ in Xi

Note that this is equivalent to the estimate for time
with the test time equal to the time of occurrence of
The scale parameter A is estimated by
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T6

as be.f ore. The intensity function and mean time between failures are
estimated as in 20.2.1.1. For small sample sizes use of the unbiased

estimator 73 given in 20.2.2.3 is advisable.

20.2.2.2 Interval estimation. An interval estimate of the mean
time between failures that the system would exhibit in the absence of
further changes is also available for the case of failure terminated testing.
Table C- I I I provides factors for the construction of two-sided interval
,estimates of the MT8F for several values of the confidence coefficient Y.
The smal 1 value corresponding to the number of failures and desired confidence
coefficient is divided by the point estimate of the intensity function at
the end of the test to yield the lower limit of the interval. Division of
the U value by the intensity function estimate provides the upper limit.

20.2.2.3 Goodness of Fit. The hypothesis that the AMSAA model
.

is appropriate can be tested using a Cramer-von Mises statistic. It is
important to note the difference in the calculations from those for time
terminated testing. An unbiased estimate of the shape parameter given by

~’; i:
...: .. , ~=y;

‘.:. :

is used in the calculation of the goodness of fit statistic.
for indexing that statistic is M = N-1 , where N is the number

fhe Cram& -von’ Mises statistic is then

c:=&+
. . i~,[(+yD+#]2

Table CLII provides critical values for use in the test. The

The parameter
of failures.

.- .

model is deemed

inappropriate if the statistic ~ exceeds the critical value for some

specified level of significance O.

20.2.2.4 Example of failure terminated test. In this example
the data are from testing of a tank system. This illustrates that the
basis for measurement of test length is not necessarily time. In this
case, test duration is measured i n mi 1es accumulated. The test terminates
at the occurrence of the twenty-sixth failure. Failures occur at
accumulated mileages of 1, 57, 187; 252, 310, 485, 693, 720, 727, 779,
1028, 1561, 1766, 1793, 1938, 2030, 2065, 2289, 2423, 2560, 2879, 3086,
345fj, 3626, 4252, and 4582 miles. The point estimate of the shape parameter
is t? = .626, which indicates substantial reliability growth. The
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.
scale parameter estimate is x = .132. At the end of the test the
estimated intensity function is .00355 fai lures per mile. This corresponds
to mean miles between failure equal to 281 miles. The interval estimate
of MT8F with a 95 percent confidence coefficient is ( .6333/ .00355,
1.919/.00355) or from 178 to 541 miles as determined by use of table
C-111. This indicates uncertainty in the MMBF estimated from this amount
of testing. The goodness of fit is tested at the .10 level of significance.
The critical value for M equal to 25 is determined to be .172 by interpo-
lation in table C-II. The CramGr-von 14ises statistic is .058
which indicates that the model represents the data quite wel 1.

20.2.3 Grouped data. lt may happen that an event included
within the scope of the definition of the term “fai lure” does not preclude
the operation of the equi pnent. It is possible that such events are not
uncovered unt i 1 a thorough inspection is conducted. In this case the
exact time of the failure is unknown; however, one can presume that it
happened in the interval since the last inspection. The total number of
fai lures in the interval between inspections is therefore the sum of the
number of failures detected at the time of occurrence and the number of
failures found in the inspection. Such totals for each interval can be
used to estimate rel iabil ity growth in accordance with the AMSAA model
if there are at least three intervals.

20.2.3.1 Point estimation from grouped data. The data consist
of the tot a 1 number of failures }n each of K intervals of test time. The
,first interval starts at test time zero. The intervals do not have to be
of equal 1ength. Denote the number of failures In the interval from
tj-1 to ti by Ni. 8y convention to is equal to zero. The maximum
1 lkel i hood estimate of the shape parameter 6 is the value which satisfies

in which to 109 to is defined as zero. ~is nonlinear equation can be
sol ved by any of several iterative procedures. The scale parameter esti-
mate is

.

which corresponds to the result for testing when all failure times are
known with the exception that the estimate of 6 is calculated differently.
Point estimates of the intensity function and the mean time between
failures are calculated as in 20.2.1.1.
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20.2.3.2 Goodness of Fit. A chi-square goodness of fit test
can be used to test the hypothesis that the AMSAA reliability growth model
adequately represents a set of grouped data. The expected number of fai 1ures

,-1 to ti is approximated byi n the interval from t.

Adjacent intervals may have to be combined so that the expected number of “
failures in any combined interval is at least five. Let the number of
intervals after this combination be K and 1et the number of failures in -
the i-th interval be Ni. Furthermore, let ei be the expected number of

failures in the i-th new interval. Then the” statistic

2 K (Ni - ei)2
x’ x

i=l ‘i
.

is approximately distributed as a Xz random variable
freedom. The critical values for this statistic can
of the chi-square distribution.

with K-2 degrees of
be found in tables

the total number of fa; l ures assigned to that
hours of flight testing the results are:

Start Time End Time

20
2: 40

2 :
80 100

20.2.3.3 Example of estimation from grouped data. In this example
an aircraft has scheduled inspections at intervals of twenty flight hours.
Al 1 “fai 1ures occurring between consecutive inspections are combined with
those discovered during the inspection at the end of an interval to determine

interval. For the first 100

No. of Failures

There are 49 failures accumulated. Solution of the equation for B yields
an estimate of .753 for the shape parameter. The scale parameter estimate
is 1.53. At the end of the test, the intensity function estimate is .369
failures per fl,ight hour. If no further changes are made, the mean time
between failures is estimated as 2.7 f 1i ght hours. The, goodness of fit

statistic is 5.4. The critical value for a X2 statistic with 3 degrees of
freedom at the .05 level of significance is 7.8. Since the statistic is
1ess than the critical value the appl icabi 1 i ty of the model is accepted.

20.2.4 Oiscontinuities in the intensity function. The simul-
taneous introduction of several design changes, a cha,nge i n emphasis in
the rel iabi 1 ity program, or some other factor may cause an abrupt change
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in the intensity function.
from linearity in the full
change i n the level of the
model by a goodness of fit

Such a jump should be detected by a departure
logarithmic plot of cumulative failures, a large
average failure frequency, or rejection of the
test.

20.2.4.1 Location of discontinuity. The cumulative test time. at
which a discontinuity has occurred can be determined by inspection from
graphs of cumulative failures or average failure frequency. The methods
presented above can then be used to estimate the intensity function by use
of different parameters for the period before the jump and for the period
after the jump. That is, if the discontinuity occurs at time TJ, then the
intensity function is estimated by

6,-1
;(t) = i,i, t (3<t~TJ

;2-1
= i2;2(t-TJ) t>TJ

in which Al and S1 are estimated only from failures on or before TJ and

12 and 62 are estimated from those failures occurring after TJ. Only the

second of these equations is needed to estimate the currently achieved
value of the intensity function.

20.2.4.2 Example of discontinuity in intensity function. The
following 56 fai lure times are recorded for a mechanical system: .3, .5,
.6., 1.0, 2.1, 2.2, 3.5, 4.2, 4.2, 5.3, 8.1, 8.3, 9.7, 9.8, 10.3, 10.7,
12.2, 13.4, 13.9, 14.3, 14.4, 15.1, 18.2, 20.3, 21.2, 21.8, 22.4, 24.8,
26.6; 28.3, 29.0, 29.3, 29.5, 29.9, 30.6, 33.2, 33.3, 33.4, 34.4, 34.4,
34.6, 36.9, 37.5, 37.7, 38.3, 39.2, 40.3,41.3, 43.1, 52.4, 81.0, 100.4,
101.0, 162.2, 165.2, and 188.1. The test is terminated at 200 test hours.

Calculation of the Cram&-von Mises statistic as described in 20.2.1.3 yields
a value of .401. This exceeds the .05 level of significance critical value
of .22o; hence, the applicability of the model is rejected- The full 109a-
rithmic plot of cumulative failures is Figure C-n. The reliability growth
trend changes abruptly at about 40 test hours. Therefore,, the intensity
function after 40 hours is of interest. The 10 f ai lures subsequent to 40
test” hours are used to estimate the paranv?ters a2 and 62. The eStiMate-
~2 and 62 are .942 and .465, respectively.
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.S48 2.034

.SS6 1.996

.S63 1.961

.570 1.929

. S76 1.900

. S82 1.873

.588 1.848

.s94 1.82S

.s99 1.803

.604 1.783

.627 1.699

.6i6 1. 63S

.662 1. S8S

.676 1 .s44

.700 1.481

.718 1.435

.734 1.399

. 7S8 1.347

.98

L u

.124

.174

.21s

.250

.280

.305

.328

.349

.367

.384

.399

.413

.426

.438

.449

.460

.470

.479

.488

.496

. S04

.s11
.S18
.525
.531

S37
.s43
.549
. SS4
.s79
. S99
.617
.632
.657
.678
.695

198.7
24.10
11.81
8.043
6.254
S.216
4. S39
4.064
3.712
3.441
3.226
3.0s0
2.904
2.781
2.67S
2. S84
2.S03
2.432
2.369
2.313
2.261
2.215
2.173
2.134
2.098
2.068
2.03S
2.006
1.980
1.870
1.788
1.723
1.671
1.591
1.s33
1.488

.722 1.423

TABLE C- I - CONFIDENCE INTERVALS FOR ~BF
FROM TIME TERMINATED TEST

For N > 100,

L 4(1+2.5+1 @)-z u~[l-z .s + *@)-2

2
in which Z.5 . ~ is the (.S + fl-th percentile of the standard

7
2

normal distribution.
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\

a

M

2

3

4

s

6

7

8

9

10

11

12

13

14

15

16

1?

18

19

20

30

60

00

.20

.138

.121

.121

.121 .

.123

.124

.124

.125

.12s

.126

.126

.126

.126

.126

.127

.127

.127

.127

.128

.128

.128

.129

.15

.149

.135

.134

.137

.139

.140

.141

.142

.142

.143

.144

.144

.144

.144

. 14s

.145

.146

. 14~

.146

.146

.147

.147

For M >.100 use values for M = 100.

.10

.162

.154

.155

.160

.162

.165

. 16S

.167

.167

.169

.169

.169

.169

.169

.171

.171

.171

.171

.172

.172

.173
.
.173

.05

.175

.184

.191

.199

.204

.208

.210

.212

.212

.214

.214

.214

.214

.215

.216

.217

.217

.217

.217

.218

.220

.220

.01

.186

.23

.28

.30

.31

.32

.32

.32

.32

.32

.32

.33

.33

.33

.33

.33

.33

. .33

.33

.33

.33

.34

TABLE C- I I - CRITICAL VALUES FOR Ciblt4ER-VON MISES GOODNESS OF FIT TEST
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El==
2
3
4
.5
6
7
8
9

10
11
12
13
14
1s
16
17
18
19
20
21
22
23
24
2s
26
27
28
29
30
3s
40
45
so
60
70
80

. 806s

.6840

.6601

. 6s68

.6600

.6656

.6720

.6787

.6852

.691.5

. 697S

.7033

.7087

.7139

.7188

.7234

.7278

.7320
.7360
.7398
.7434
.7469
. 7S02
. 7s34
.7565
.7594

.7622

.7649

. 76?’6

.7794

.7894

.7981

.80S7

.8184

.8288

.8375

33.76
8.927
5.328
4.000
3.321
2.910
2.634
2.436
2.287
2.170
2.076
1.998
1.933
1.877
1.829
1.788
1.751
1.718
1.688
1.662
1.638
1.616
1. S96
1.578
1.561
1.s4s
1.530
1.516
1.504
1.450
1.410
1.378
1.3S2
1.312
1.282
1.2S9

100 1.8S14 “1.225

.90

L u

.s.ss2

.5137

.s174

. S290

.S421

. 5S48

.5668

. S780

.S883

.5979

.6067

.61S0

.6227

.6299

.6367

.6431

.6491

.6S47

.6601

. 66S2

.6701

.6747

.6791

.6833

.6873

.6912

.6949

.698S

.7019

.7173

.7303

.741s

.7s13

.7678

.7811

.7922

72.67
14.24

7.6S1
S.424
4.339
3.702
3.284
2.989
2.770
2.600
2.464
2.353
2.260
2.182
2.144
2.0S6
2.004
1.9s9
1.918
1.881
1.848
1.818
1.790
1. 76S
1.742
1.720
1.700
1.682
1.664
1.S92
1.S38
1.49s
1.460
1.407
1.367
1.337

.8100 1.293

. 9s

.4099

.4QS4

. 422S

.441s

.4s9s

.4760

.4910

. S046
.s171
.S285
.5391
.5488
. SS79
. S664
.5743
.s818
.s888
. S9S4
.6016
.6076
.6132
.6186
.6237
.6286
.6333
.6378
.6421
.6462
. 6S02
.6681
.6832
.6962
. 707e
.7267
.7423
.7ss3
. 77s9

lsl. s
21.96
10.6S

7.147
S.521
4. S9S
4.002
3.589
3.286
3.054
2.870
2.721
2.S97
2.493
2.404
2.327
2.2S9
2.200
2.147
2.099
2.0S6
2.017
1.982
1.949
1.919
1.892
1.866
1.842
1.820
1.729

.1.660
1.606
1. S62
1.496
1.447
1.409
1. 3ss

.98

.2944

.3119

.3368

.3603

.381S

.4003

.4173

.4327

.4467

.4s95

.4712

.4821

.4923

. S017

.5106

.5189

. S267

.s341

.s411

.S478

.ss41

. S601

. S659

.5714

.S766

.S817

. S86S

.S912

. S9S7

.61s8

.6328

.6476

. 660s

.6823

.7000

.7148

.7384

TABLE C- I II - CONFIDENCE INTERVALS FOR 147BF
FROM FAI LURE TERNINATEO TEST

For N > 100,

389.9
37.60
15.96

9.99s
7.388
S.963
5.074
4.469
4.032
3.702
3.443
3.23S
3.064
2.921
2.800
2. 69S
2.604
2.S24
2.453
2.390
2.333
2.281
2.235
2.192
2.1S3
2.116
2.083
2.052
2.023
1.90s
1.816
1.747
1.692
1.607
1.S46
1.499
1.431

in which Z is the (.S + ~-th percentile of the standard
.S+y 2

7 Next page is blank.
norm] distribution.
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